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Rolls ET, Grabenhorst F, Franco L. Prediction of subjective affective state from brain activations15. J Neurophysiol 101: 1294–1308, 2009. First published December 24, 2008; doi:10.1152/jn.91049.2008. Decoding and information theoretic techniques were used to analyze the predictions that can be made from functional magnetic resonance neuroimaging data on individual trials. The subjective pleasantness produced by warm and cold applied to the hand could be predicted on single trials with typically in the range 60–80% correct from the activations of groups of voxels in the orbitofrontal and medial prefrontal cortex and pregenual cingulate cortex, and the information available was typically in the range 0.1–0.2 (with a maximum of 0.6) bits. The prediction was typically a little better with multiple voxels than with one voxel, and the information increased sublinearly with the number of voxels up to typically seven voxels. Thus the information from different voxels was not independent, and there was considerable redundancy across voxels. This redundancy was present even when the voxels were from different brain areas. The pairwise stimulus-dependent correlations between voxels, reflecting higher-order interactions, did not encode significant information. For comparison, the activity of a single neuron in the orbitofrontal cortex can predict with 90% correct and encode 0.5 bits of information about whether an affectively positive or negative visual stimulus has been shown, and the information encoded by small numbers of neurons is typically independent. In contrast, the activation of a 3 × 3 × 3-mm voxel reflects the activity of ~0.8 million neurons or their synaptic inputs and is not part of the information encoding used by the brain, thus providing a relatively poor readout of information compared with that available from small populations of neurons.

INTRODUCTION

Predicting which stimulus has been shown, which stimulus is rewarding, or which decision will be taken on an individual trial from the activity of single neurons or populations of single neurons is a fundamental approach to understanding what is represented in a brain region, how it is represented, and how information is processed in the brain to reach a decision. The information available in a neural representation on a single trial is crucial for understanding how the brain performs its computations, and with what information, because the brain cannot average across large numbers of trials when it operates on a single occasion. Important questions that have been addressed include how good the prediction on a single trial is from a single neuron, whether different neurons contribute independently, and how much any stimulus-dependent cross-correlations between neurons contribute relative to that contributed by the firing rate response (Aggelopoulos et al. 2005; Gawne and Richmond 1993; Golomb et al. 1997; Richmond and Optican 1990; Rolls 2008; Rolls and Treves 1998; Rolls et al. 1997a,b; Singer 1999). Analogous questions are now being asked with data from functional neuroimaging of the brain, including how well it is possible to predict which stimulus has been shown or which decision will be taken, by measuring the activity in the voxels of activity typically 1 mm3 or larger, which are usually analyzed in humans (Eger et al. 2008; Hampton and O’Doherty 2007; Haynes and Rees 2005a,b, 2006; Haynes et al. 2007; Kriegeskorte et al. 2006, 2007; Pessoa and Padmala 2005, 2007). Some of the findings are that, for example, when subjects held in mind in a delay period which of two tasks, addition or subtraction, they intended to perform, it was possible to decode or predict whether addition or subtraction would be performed from a set of medial prefrontal voxels within a radius of three voxels with a linear support vector classifier with accuracies in the order of 70%, where chance was 50% (Haynes et al. 2007).

In this study, we developed an information theoretic approach to measure the information from the activations in sets of voxels, basing this on previous information theoretic approaches used for neuronal activity (Aggelopoulos et al. 2005; Franco et al. 2004; Rolls 2008; Rolls et al. 1997a). This enabled us to measure the amount of information provided by any one voxel, whether each voxel carried independent information or whether there was redundancy, how the information obtained scaled with the number of voxels considered, whether combining voxels from different brain areas yielded more information than taking the same number of voxels from one brain area, and whether there was significant information about the stimulus or subjective state or prospective rating in the stimulus-dependent cross-correlations between the voxels, i.e., in the higher-order statistics. An example of the latter might be that independently of the mean level of activation of a set of voxels, if some voxels varied together for one event, but not for another, that could potentially encode information about which event was present. This evidence from trial by trial correlations between voxels that depends on the stimulus presented is referred to as stimulus-dependent noise (or trial by trial) correlation information. The “noise” in this case refers to trial by trial variation, and is distinguished from effects related to how similar two stimuli or signals are, averaged over many trials, which is referred to as a signal correlation (Averbeck and Lee 2004; Gawne and Richmond...
This information theoretic approach was used to measure how well the activations of a set of voxels could predict the hidden affective state present in an individual before the affective state was reported. The stimuli used were a warm (41°C) pleasant stimulus, a cold (12°C) unpleasant stimulus, and combinations of warm and cold stimuli, applied to the hand. On each trial, the subject received the stimuli but only reported the subjective state it produced after an 8-s delay, by reporting after the delay using rating scales how pleasant and intense the stimulus had been. Measurement of activations produced during the delivery of the stimuli were used to make predictions about the subjective pleasantness and intensity ratings that would be given later in the trial. The use of ratings of both the pleasantness and the intensity of the stimuli on each trial enabled us to test whether there was relatively more information about affective value in some brain regions and about intensity in other brain regions (Rolls and Grabenhorst 2008). The activations produced in different brain regions with these thermal stimuli have been described elsewhere (Rolls et al. 2008), and here we focus on the information theoretic analysis of these data, to assess how well it is possible to predict the subjective state from the brain activations on a single trial.

**METHODS**

**Design**

In the experiment described here, we compared brain responses to a warm pleasant stimulus (41°C) applied to the hand (warm2), a cool unpleasant stimulus (12°C) applied to the hand (cold), a combined warm and cold stimulus (warm2+cold), and a second combination, designed to be less pleasant (39 + 12°C) (warm1+cold). The stimuli were delivered in random permuted sequence, and on every trial, the participant rated the subjective pleasantness and subjective intensity of the stimulus. Two ratings of pleasantness were taken, one for values in the range 0 to +2 (very pleasant) and a second for values in the range 0 to −2 (very unpleasant), to study whether the activations in similar brain areas were correlated with the pleasantness of stimuli both when they were pleasant (≥0) and when they were unpleasant (≤0) or whether different brain areas code for thermal stimuli that are pleasant or unpleasant. For this study, the average of these two pleasantness ratings was used. The participants were instructed to rate the subjective affective experience in terms of pleasantness/unpleasantness, and with the combined thermal stimuli, the participants reported that they did offset each other in terms of the overall subjective pleasantness, which they found easy and natural to rate.

In a previous analysis of this data set (Rolls et al. 2008), we studied how the thermal component stimuli and the mixtures were represented in brain areas identified by prior hypotheses such as the orbitofrontal and anterior cingulate cortex and ventral striatum where the pleasantness and unpleasantness of touch and oral temperature are represented (Guest et al. 2007; Rolls et al. 2003c) and in the insula and somatosensory cortex where thermal stimuli are represented (Brooks et al. 2005; Craig et al. 1996, 2000; Tracey et al. 2000). Given the aims of the study, we used both Statistical Parametric Mapping (SPM) (Wellcome Institute of Cognitive Neurology) correlation analyses between the subjective ratings and the activations in these brain areas and SPM contrasts between the activations produced to the different thermal stimuli, in these brain areas, to study the effects of the thermal stimuli.

**Participants**

Twelve healthy volunteers (6 male and 6 female; mean age, 26 yr) participated in a study of how affectively pleasant and unpleasant thermal stimuli are represented in the brain (Rolls et al. 2008) and how decisions about these stimuli are made (Grabenhorst et al. 2008b). The analyses described in this study were focused at the single subject level, because we wished to study how well one could predict the hidden affective state in a delay period from brain activations on a single trial in an individual subject and how much information was represented. The main analyses presented were performed on four separate participants and were confirmed as typical by further analyses in the other participants. Ethical approval (Central Oxford Research Ethics Committee) and written informed consent from all subjects were obtained before the experiment.

**Stimuli**

Controlled cool thermal stimuli were applied using an adapted commercially available Peltier thermode (MEDOC, Haifa, Israel; 30 × 30-mm thermo-conducting surface) strapped to the dorsum of the left hand. The thermode produces a trapezoid-like stimulus, with a time to reach the target temperature of 12°C of 5 s, with a similar period to return to baseline temperature. The plateau temperature was held for 4 s, and subsequent data analyses focused on brain activation during the time of this maintained (plateau) temperature. The warm stimulus was applied using a 20 × 15-mm thermal resistor strapped to the palm of the left hand. The thermal resistor device was designed and built at the Oxford Centre for Functional Magnetic Resonance Imaging of the Brain (FMRIB) and ramped the temperature to 41 (for the warm2 stimulus) or 39°C (for the warm1 stimulus) in <2 s (Bantick et al. 2002). The placement of the stimuli on the dorsum and palm of the hand was designed to minimize thermal interaction between the stimuli in the short delivery period of 4 s and was designed so that even with any topologically mapped representation of the body surface that might be present in the activated brain regions, the regions of activation would be close in the brain. The method of stimulus delivery ensured that the devices were continually in place during the experiment and that only temperature changes were occurring in the stimulation periods. In preliminary testing, the exact temperatures used for each subject were tailored ±2°C, so that warm2 was rated as very pleasant; cold as unpleasant but not painful or very unpleasant; when it was combined with warm2, the combination was at least sometimes more pleasant than neutral, and warm1 was adjusted so that it was less pleasant than warm2 and more pleasant than neutral.

**Experimental protocol**

During the functional MRI (fMRI) experiment, the subjects gave psychophysical ratings of pleasantness and intensity on every trial, so that correlation analyses between the ratings and the brain activations could be performed. The experimental protocol consisted of an event-related interleaved design presenting in random permuted sequence the four experimental conditions described above. Each trial started at time 0 with a small 1-s visual stimulus to indicate the start of the trial, and at the same time, the thermal stimulus was switched on to allow it to reach plateau. The plateau was reached by time = 5 s, and a 1-s stimulus appeared on the visual display stating “Rate” to indicate that subjective ratings were needed on this trial. There was a 4-s period in which the temperature stimuli were held constant, and a green cross was shown indicating to the subject that this was the relevant period for which ratings were required. It was made clear to the subjects in the instructions that this was the steady-state period within which the evaluation of the pleasantness and intensity of the stimuli was to be determined by them. The actual ratings were made later, as described next, so that no aspect of making the ratings would occur in the...
steady-state period in which the stimuli were being evaluated. After the 4-s plateau period, the thermal stimuli were switched off. The subjective ratings were then made. The first rating was for the pleasantness of the stimulus in the plateau period for values of 0 (neutral) to +2 (very pleasant). The second rating was for the pleasantness of the stimulus in the plateau period for values of 0 (neutral) to −2 (very unpleasant). In this study, the mean of these two ratings was used, producing a single pleasantness value in the range +2 to −2. The instructions to the participants were to rate the overall pleasantness of the stimulus being applied and not its components. The third rating was for the intensity of the stimulus in the plateau period on a scale from 0 (very weak) to 4 (very intense). The ratings were made with a visual analog rating scale in which the subject moved the bar to the appropriate point on the scale using a button box. Subjects were pretrained outside the scanner in the whole procedure and use of the rating scales. Each of the four trial types was presented in random permuted sequence 15 times. This general protocol and design has been used successfully in previous studies to investigate activations and their relation to subjective ratings in cortical areas (Araujo et al. 2005; Grabenhorst et al. 2007, 2008a; Rolls et al. 2003b,c). On some other trials, instead of “Rate,” the word “Decide” appeared, and the subjects had to decide whether they would choose to repeat the particular stimulus that had just been delivered if the opportunity was available after the experiment (Grabenhorst et al. 2008b).

fMRI data acquisition

Images were acquired with a 3.0-T VARIAN/SIEMENS whole body scanner at the FMRIB, where 27 T2*-weighted EPI coronal slices with in-plane resolution of 3 × 3 mm and between-plane spacing of 4 mm were acquired every 2 s (TR = 2). We used the techniques that we have developed over a number of years (de Araujo et al. 2003; O’Doherty et al. 2001) and as described in detail by Wilson et al. (2002) and carefully selected the imaging parameters to minimize susceptibility and distortion artifact in the orbitofrontal cortex. The relevant factors include imaging in the coronal plane, minimizing voxel size in the plane of the imaging, as high a gradient switching frequency as possible (960 Hz), a short echo time of 28 ms, and local shimming for the inferior frontal area. The matrix size was 64 × 64 and the field of view was 192 × 192 mm. Continuous coverage was obtained from +62 (A/P) to −46 (A/P). A whole brain T2*-weighted EPI volume of the above dimensions and an anatomical T1 volume with coronal plane slice thickness 3 mm and in-plane resolution of 1 × 1 mm were also acquired.

fMRI data analysis

The imaging data were analyzed using SPM5 (Wellcome Institute of Cognitive Neurology). Preprocessing of the data used SPM5 realignment, reslicing with sinc interpolation, and normalization to the MNI coordinate system (Montreal Neurological Institute) (Collins et al. 1994). Spatial smoothing with a 6-mm full-width at half-maximum isotropic Gaussian kernel was used only for the conventional single event contrast and correlation analyses with SPM, the results of which are described elsewhere (Rolls et al. 2008), and were used to identify regions for this study of how well the subjective state could be predicted from single trials. The time series at each voxel were low-pass filtered with a hemodynamic response kernel. Time series nonsparsicity at each voxel was estimated and corrected for (Friston et al. 2002), and a high-pass filter with a cut-off period of 128 s was applied for the conventional analyses.

For the information theoretic and prediction analyses described here, no spatial or temporal smoothing was used (except for temporal detrending described below), and the raw activation values were extracted from the normalized and realigned volumes (the .wri files in SPM), as described below. Voxels were selected for the prediction and information theoretic analyses based on statistically significant results in a priori–defined regions for a contrast or correlation in the conventional SPM analyses, the results of which are reported elsewhere (Grabenhorst et al. 2008b; Rolls et al. 2008). The 3 × 3 × 3-mm voxels within a sphere of 3-voxel radius providing 33 voxels were used in the analysis, as were, for comparison, the central voxel alone, and the 7 voxels within the same sphere with the most significant difference in the mean activations between the different conditions being compared. The study of this number of voxels (33) in the analyses is justified by the post hoc finding described in the results that most of the information was encoded in the first seven voxels of a set or fewer.

Data analysis

Techniques have been developed to enable the information provided by populations of simultaneously recorded neurons to be analyzed (Aggelopoulos et al. 2005; Franco et al. 2004; Rolls et al. 1997a), and in this section, we extend these techniques to the analysis of functional imaging data. These techniques enable fundamental questions to be addressed. One is whether each neuron conveys independent information, which is an extremely powerful form of representation if present. In this case, the information increases linearly with the number of neurons, and the number of stimuli or events that can be encoded increases exponentially with the number of neurons (because information is a log measure) (Cover and Thomas 1991; Rolls 2008; Rolls and Deco 2002; Rolls and Treves 1998; Rolls et al. 1997a). If the information increases less than linearly, this indicates the existence of some redundancy in the information conveyed by the neurons, and the information theoretic approach enables this to be measured precisely. A second type of question that can be answered is about the extent to which a pair of neurons that may have correlated activity for some but not other stimuli, by virtue of this stimulus-dependent cross-correlation, encodes information about the stimulus or event. Information theory allows not only the measure of such stimulus-dependent cross-correlation information, but very importantly, how much contribution it makes relative to any change of firing rates that the neurons may show to the stimuli. Indeed, information theory provides the only way that such contributions of different types of encoding, in this case from rates versus correlations, can be compared on the same scale, and indeed assessed to determine whether they are uncorrelated with each other (Aggelopoulos et al. 2005; Franco et al. 2004; Rolls 2008). Information theory can also be applied to different types of data and can show for example on the same measurement scale how much information is available from a single neuron and how this compares to the amount of information available to the whole observer. In the present context, this allows comparison of the information encoded by neurons with the information available from voxels obtained with functional neuroimaging, which is one of the issues we address in this paper.

Techniques for measuring information in this way have been developed for neurophysiology, where the firing rates of neurons are measured, together with the extent to which the neurons have pairwise correlations for some but not other stimuli or events (Aggelopoulos et al. 2005; Franco et al. 2004). Very similar questions arise in functional imaging. To what extent do voxels in the same brain area convey independent information, which might be used to for example predict behavior or an affective state? If the voxels come from different brain areas (both activated in a task), is the information more likely to be independent (as it might be if the brain areas make for example different contributions to a decision)? Furthermore, to what extent do voxels show pairwise behavior that might convey information, for example, predicting outcome in a way that depends on whether the two voxels are both activated at the same time or not? Because these are fundamental questions when predicting outcomes such as behavior, emotional state, etc., from functional neuroimaging data, we developed ways of applying information theoretic approaches to these
particular issues in functional neuroimaging, as described next. The methods are based on those developed for neurophysiology, and further details are provided elsewhere (Aggelopoulos et al. 2005; Franco et al. 2004; Rolls 2008; Rolls et al. 1997a).

**Information measurement algorithm**

The direct approach to compute the information about a set of stimuli conveyed by the responses of a set of neurons, or in this case, voxels, is to apply the Shannon mutual information measure (Shannon 1948; Cover and Thomas 1991)

\[
I(s, r) = \sum_{s} \sum_{r} P(s, r) \log \frac{P(s, r)}{P(s)P(r)}
\]

where \(P(s, r)\) is a probability table embodying a relationship between the variable \(s\) (here, the stimulus) and \(r\) (a vector of responses on a single trial, where each element \(r_i\) is the activation of a voxel (indexed by \(i\)). The activation of a voxel \(r_i\) is measured for example by the signal intensity or activation of a voxel or set of voxels on an individual trial from the scanner, as in this study and in related studies (Haynes et al. 2007). It is crucial that the set or vector of the responses, in this case the activation or intensity, is measured on a single trial, because the aim is to study how much information is available on an individual trial from the activations about the behavior or state that occurs on that trial.

However, because the probability table of the relation between the responses and the stimuli, \(P(s, r)\) is so large (given that there may be many stimuli and that the response space is very large, growing exponentially with the number of voxels; Panzeri and Treves 1995), in practice, it is difficult to obtain a sufficient number of trials for every stimulus to generate the probability table accurately. To circumvent this undersampling problem, Rolls et al. (1997a) developed a decoding procedure, in which an estimate (or guess) of which stimulus (called \(s')\) was shown on a given trial is made from a comparison of the responses on that trial with the responses made to the whole set of stimuli on other trials. One obtains a conjoint probability table \(P(s, s')\), and the mutual information \(I_p\) based on probability estimation (PE) decoding between the estimated stimulus \(s'\) and the actual stimulus \(s\) that was shown can be measured as

\[
I_p = \sum_{s} \sum_{s'} P(s, s') \log \frac{P(s, s')} {P(s)P(s')}
\]

Further details of the decoding procedures (which have been validated by Franco et al. 2004) are as follows. The full probability table estimator (PE) algorithm uses a Bayesian approach to extract \(P(s' | r)\) for every single trial from an estimate of the probability \(P(r | s')\) of a stimulus–response pair made from all the other trials (as shown in Bayes’ rule shown in Eq. 4 in a cross-validation procedure).

![Diagram](http://jn.physiology.org/)}
where $P(\tilde{r})$ (the probability for the vector $\tilde{r}$ containing the firing rate of each neuron or the activation of a voxel) is obtained as

$$P(\tilde{r}) = \sum_{s'} P(\tilde{r}|s') P(s')$$

This requires knowledge of the response probabilities $P(\tilde{r}|s')$ which can be estimated for this purpose from $P(\tilde{r},s')$ which is equal to

$$P(s') \int P(\tilde{r},s') dw(r)$$

where $r_c$ is the response of voxel $c$. We note that $P(r_c|s')$ is derived from the responses of voxel $c$ from all of the trials except for the current trial for which the probability estimate is being made. The probabilities $P(\tilde{r},s')$ are fitted with a Gaussian distribution whose amplitude at $r_c$ gives $P(r_c|s')$. By summing over different test trial responses to the same stimulus $s$, we can extract the probability that by presenting stimulus $s$, the response is interpreted as having been elicited by stimulus $s'$

$$P(s'|s) = \sum_{i \in \text{test}} P(s'|\tilde{r}) P(\tilde{r}|s)$$

After the decoding procedure, the estimated relative probabilities (normalized to 1) were averaged over all “test” trials for all stimuli to generate a (regularized) table $P(s'|s')$ describing the relative probability of each pair of actual stimulus $s$ and posited stimulus $s'$ (computed with $N$ trials). From this probability table, the mutual information measure $I_p$ was calculated as described above in Eq. 3. We note that any decoding procedure can be used in conjunction with information estimates both from the full probability table (to produce $I_p$) and from the most likely estimated stimulus for each trial in a frequency table $P(s',s')$ (to produce $I_{ml}$) referred to as maximum likelihood decoding. With maximum likelihood decoding, the single stimulus that was most likely or predicted (i.e., $s^p$) by the decoding (Bayesian in this study) to have been presented on that trial was estimated and was used to calculate the percentage correct predictions (Rolls et al. 1997a).

Because the probability tables from which the information is calculated may be unregularized with a small number of trials, a bias correction procedure to correct for the undersampling is applied (Panzeri and Treves 1996; Rolls et al. 1997). The correction term, $C_1$, to be used takes the form

$$C_1 \approx \frac{1}{2N \log(2)} \sum_s P(s) \left[ \sum_{s'} P(s') \frac{P(s'|s')}{P(s)} - \frac{1}{2N \log(2)} \sum_{s'} P(s') \frac{P(s'|s')}{P(s)} \right]$$

where $Q(s|x)$ is the table obtained analogously to $P(s'|s)$ but averaging over all test trials $P(s'|\tilde{r})$ instead of $P(s'|r)$, and where care has to be taken in performing the sums over $s'$, to avoid including stimuli posited to have zero probability. For a derivation of this and other correction terms and for that required to correct $I_{ml}$, we refer to Panzeri and Treves (1996). In practice, the bias correction that is needed with information estimates using the decoding procedures described here and by Rolls et al. (1997a) is small, typically <10% of the uncorrected estimate of the information, provided that the number of trials for each stimulus is in the order of twice the number of stimuli (with a minimum of 16 trials for each stimulus).

The data from the signals in the voxels used to compute the joint probability distribution $P(\tilde{r}|s')$ was the signal extracted from the volumes realigned and normalized to MNI space and without spatial smoothing. (In SPM, these are the $w^*$ files.) For each time point for which a signal (i.e., activation value) was needed, one per trial, the signal was the average of that in the volumes that occurred 4 and 6 s after the delivery of the stimulus, which, given the typical delays in activations in fMRI experiments, provides a useful single trial estimate of the signal. The average value of the signal in the preceding 36 volumes was subtracted to subtract temporal variations over the course of the experiment. (High-pass temporal filtering with a duration of 72 s was used. An alternative to averaging 2 poststimulus signal values at the appropriate time is to use a preceding step involving convolution of the signal values for a voxel with the hemodynamic response function, and this produced similar results.)

The time point in each trial selected for the analyses of predictions about pleasantness was at $t = 6$ s, which is when the green light indicated to a participant that the thermal sensation at that time should be evaluated for a rating to be made at some time $>4$ s later. Evidence that the analyses could distinguish the activations about pleasantness at $t = 6$ s from effects related to using the rating scales is that activations in this dataset at $t = 6$ s related to pleasantness were found in the orbitofrontal and pregenual cingulate cortex, whereas activations related to movements involved in making the ratings at times after $t = 10$ s were found in the supplementary and primary motor cortex (Grabenhorst et al. 2008b).

The measure of the cross-correlation $c_i$ between two voxels $s$ and $y$ that was introduced into the data table $(s, \tilde{r})$ on each trial $i$ was

$$c_i = [(x_i - x_m) x_m] \times [(y_i - y_m) y_m]$$

where $x_i$ is the activation of voxel $x$ on trial $i$, and $x_m$ is its mean across trials, and where $y_i$ is the activation of voxel $y$ on trial $i$, and $y_m$ is its mean across trials. Before this, the mean value of all the voxels was subtracted from each value. This measure of the cross-correlation was used because it can provide a measure on a single trial. These values were scaled to be in the same range as the voxel activation values used in the information theoretic analyses. To not overload the decoding process, only the six voxel pairs from the four voxels with the largest difference in activations between the conditions was used. (This ensured that the voxels were being influenced by the stimulus conditions. These voxels were selected from those in the sphere of radius 3 voxels from the peak voxel.)

If the activations of all the voxels vary together between trials and in a stimulus-independent way, this will reduce the information that can be extracted from a single trial. This is a stimulus-independent noise (i.e., trial by trial) correlation term, and we estimated this by shuffling the order of the trials within a stimulus and comparing the measured information without and with shuffling. This term captures the extent to which the activations of different voxels covary within a trial (and interact with the similarity of the average across trials of the activations of the voxels to each of the set of stimuli (see Franco et al. 2004; Oram et al. 1998; and Rolls et al. 2003a, 2004 for further discussion of the underlying concepts). Part of the concept here is that if stimulus-independent noise has reduced the activations of all voxels on a trial, this noise effect could seriously impair the decoding of which stimulus had been present on that trial. However, if shuffling across trials but within a stimulus has been performed to make a pseudotrial, at least some of the voxels with have more typical activations in the pseudotrial. This allows the magnitude of effects that reflect noise to produce trial by trial variation of the voxel activations (and that does not depend on which stimulus was present) to be estimated, as shown later. This shuffling was performed when measuring how much the information available from voxel activations, i.e., the data shown in the left of Fig. 1, was affected by trial-by-trial variation, which might be produced for example by noise in the measurement process.

The maximum likelihood decoding method described above predicts the particular stimulus that was shown on a trial. Other methods of prediction using the same data were also used, the linear support vector classifier and a backpropagation of error classifier, both to compare with our maximum likelihood method but particularly to...
allow comparison with predictions made with these other methods in different studies (Haynes et al. 2007; Ku et al. 2008). The vector support machine and backpropagation of error algorithms used were those implemented in the weka package (Witten and Frank 2005) (http://www.cs.waikato.ac.nz/ml/weka) and were used with cross-validation (i.e., with number of folds = number of trails).

R E S U L T S

Predictions about pleasantness ratings

First, we show the results of the information theoretic analyses by taking data from participant 1 in a region with a significant correlation with the pleasantness ratings in the conventional SPM analysis in the medial prefrontal cortex area 10 centered at \([-4, 66, 2]\) \((z = 4.39, \ P < 0.004;\) corrected for false discovery rate). Figure 2 (left) shows the information available about whether the two stimuli (41 and 12°C) were later rated as pleasant (>0 on a scale from −2 to +2) or unpleasant (≤0) based on different numbers of voxels. We emphasize that, for the information theoretic analysis, the data were divided according to the pleasantness rating given on each trial by the participants and not by the stimulus that had been applied, so that we could test how well activations could be used to predict the hidden affective state in the delay period and not the stimulus that had been delivered. The average amount of information provided by any 1 of the 13 voxels analyzed at these coordinates was 0.20 bits. Taking the average of any two voxels yielded 0.32 bits, of three voxels yielded ~0.37 bits, and of 13 voxels yielded 0.61 bits. The information thus increases as the number of voxels is increased but does not increase linearly. Thus the information provided by the different voxels is not independent, and there is some redundancy. [The asymptotic behavior shown in Fig. 2 is not just because the information ceiling is 1 bit for this binary classification, because the expected shape based on independent information of the voxels and an asymptotic approach to the information ceiling of 1 bit is shown by the dashed line in Fig. 2 (left) (Rolls et al. 1997a).]

We performed the type of analysis shown in Fig. 2 for larger numbers of voxels centered at the same coordinate but found that the average value for any one voxel was lower (e.g., for 32 voxels, 0.1 bits), and the asymptote was at 0.43 bits. The fact that the average value for any one voxel was lower than for the 13 voxels shown in Fig. 2 indicates that some of the 32 voxels did not have high information values. The fact that the asymptote is lower for 32 voxels indicates that noise is actually introduced into the decoding by including voxels with low information values. We note that the 13 voxels used for the analysis shown in Fig. 2 were those with the highest \(t\) values for a test of the difference in the activations between the two categories within a sphere of 3-voxel radius centered at the coordinates given.

The percentage correct of the predictions for the same dataset as a function of the number of voxels is shown in Fig. 2 (middle). It can be seen that the asymptotic value for the 13 voxels is 90% correct (with chance being 50% correct and

\[\text{F I G. 2. Top: the information available about whether the stimuli were pleasant (>0 on a scale from −2 to +2) or unpleasant (≤0) (left), together with the curve that would be produced if the voxels provided independent information (dashed line), and the percentage correct predictions (right) based on the activations in different numbers of voxels from the medial prefrontal cortex area 10 centered at \([-4, 66, 2]\). For the percentage correct, in this and subsequent figures, the chance value is shown as the value when the number of voxels is 0 and is close to 50% but not exactly 50% if there were different numbers of trials for the 2 stimuli. The prediction was for the ratings that would be made by participant 1. Probability estimation was used for the information analysis shown, and the information based on maximum likelihood decoding produced the same asymptotic value. Bottom: the medial prefrontal cortex area 10 region from which the voxels centered at \([-4, 66, 2]\) were obtained.}\]
indicated by the prediction with 0 voxels). With one voxel, the prediction is on average 85% correct, and after this, there was in general an increase in the prediction, with 89% correct possible with on average eight voxels. The shape of the function is different from the information function, because the percentage correct is based just on the most likely single stimulus for a trial, whereas the information measure shown in Fig. 2 (left) reflects a probability estimate for each of the possible with on average eight voxels. The shape of the prediction is on average 85% correct, and after this, there was indicated by the prediction with 0 voxels). With one voxel, the maximum likelihood algorithm used in our program was powerful and efficient with this type of fMRI data.

TABLE 1. Information values and predictions for different datasets

<table>
<thead>
<tr>
<th>Prediction, n stim</th>
<th>Brain Region</th>
<th>Coordinates</th>
<th>z Value</th>
<th>Number of Voxels</th>
<th>PCC, %</th>
<th>PE Inform Bits</th>
<th>MLP, %</th>
<th>SVM, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pleas 2</td>
<td>Area 10</td>
<td>−4, 66, 2</td>
<td>4.39</td>
<td>32</td>
<td>88</td>
<td>0.43</td>
<td>73</td>
<td>77</td>
</tr>
<tr>
<td>Pleas 2</td>
<td>Area 10</td>
<td>−4, 66, 2</td>
<td></td>
<td>13</td>
<td>90</td>
<td>0.61</td>
<td>87</td>
<td>87</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Area 10</td>
<td>−4, 66, 2</td>
<td>2.71</td>
<td>33</td>
<td>78</td>
<td>0.2</td>
<td>91</td>
<td>82</td>
</tr>
<tr>
<td>Intens 2</td>
<td>Insula</td>
<td>−36, −24, 2</td>
<td>3.81</td>
<td>33</td>
<td>62</td>
<td>0.04</td>
<td>45</td>
<td>41</td>
</tr>
<tr>
<td>Pleas 2</td>
<td>Insula</td>
<td>−36, −24, 2</td>
<td>1.78</td>
<td>33</td>
<td>58</td>
<td>0.02</td>
<td>47</td>
<td>66</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Lat OFC</td>
<td>52, 44, −10</td>
<td>4.45</td>
<td>33</td>
<td>80</td>
<td>0.29</td>
<td>87</td>
<td>83</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Lat OFC</td>
<td>52, 44, −10</td>
<td>1.80</td>
<td>33</td>
<td>54</td>
<td>0.01</td>
<td>50</td>
<td>57</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>PGC</td>
<td>−2, 40, 6</td>
<td>3.68</td>
<td>7</td>
<td>73</td>
<td>0.15</td>
<td>70</td>
<td>76</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Medial OFC</td>
<td>−40, 28, −12</td>
<td>4.82</td>
<td>7</td>
<td>77</td>
<td>0.17</td>
<td>72</td>
<td>82</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Medial OFC</td>
<td>−14, 38, −30</td>
<td>3.72</td>
<td>7</td>
<td>77</td>
<td>0.09</td>
<td>63</td>
<td>66</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Medial OFC</td>
<td>26, 26, −16</td>
<td>3.12</td>
<td>7</td>
<td>63</td>
<td>0.04</td>
<td>62</td>
<td>67</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Med 10</td>
<td>8, 60, 10</td>
<td>4.00</td>
<td>7</td>
<td>61</td>
<td>0.03</td>
<td>54</td>
<td>64</td>
</tr>
<tr>
<td>Decide vs. rate</td>
<td>Vent premotor</td>
<td>−32, 0, 64</td>
<td>&gt;7.0</td>
<td>7</td>
<td>77</td>
<td>0.21</td>
<td>75</td>
<td>76</td>
</tr>
<tr>
<td>Participant 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pleas 4</td>
<td>PGC</td>
<td>−16, 42, 4</td>
<td>3.61</td>
<td>7</td>
<td>76</td>
<td>0.20</td>
<td>87</td>
<td>64</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>dACC</td>
<td>−8, 12, 16</td>
<td>3.57</td>
<td>7</td>
<td>71</td>
<td>0.10</td>
<td>63</td>
<td>73</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Mid OFC</td>
<td>−16, 24, −10</td>
<td>4.10</td>
<td>7</td>
<td>68</td>
<td>0.07</td>
<td>55</td>
<td>67</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Lat OFC</td>
<td>40, 44, −2</td>
<td>3.15</td>
<td>7</td>
<td>68</td>
<td>0.05</td>
<td>62</td>
<td>65</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Mid OFC</td>
<td>20, 40, −20</td>
<td>3.30</td>
<td>7</td>
<td>75</td>
<td>0.12</td>
<td>65</td>
<td>69</td>
</tr>
<tr>
<td>Decide vs rate</td>
<td>Med 10</td>
<td>−10, 66, 10</td>
<td>6.08</td>
<td>15</td>
<td>69</td>
<td>0.11</td>
<td>62</td>
<td>71</td>
</tr>
<tr>
<td>Participant 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pleas 4</td>
<td>vSTR</td>
<td>4, 6, −14</td>
<td>4.88</td>
<td>7</td>
<td>67</td>
<td>0.04</td>
<td>58</td>
<td>65</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Lat OFC</td>
<td>−54, 32, −2</td>
<td>3.84</td>
<td>7</td>
<td>78</td>
<td>0.21</td>
<td>74</td>
<td>82</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>PGC</td>
<td>10, 62, 0</td>
<td>6.85</td>
<td>7</td>
<td>70</td>
<td>0.13</td>
<td>77</td>
<td>84</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>mOFC</td>
<td>12, 54, −24</td>
<td>5.81</td>
<td>7</td>
<td>72</td>
<td>0.11</td>
<td>66</td>
<td>72</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Mid OFC</td>
<td>−14, 46, −26</td>
<td>5.33</td>
<td>7</td>
<td>62</td>
<td>0.05</td>
<td>75</td>
<td>79</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Lat OFC</td>
<td>42, 46, −8</td>
<td>3.98</td>
<td>7</td>
<td>53</td>
<td>0.07</td>
<td>87</td>
<td>75</td>
</tr>
<tr>
<td>Participant 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pleas 4</td>
<td>PGC</td>
<td>0, 42, 0</td>
<td>3.34</td>
<td>7</td>
<td>78</td>
<td>0.03</td>
<td>78</td>
<td>81</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>mOFC</td>
<td>−10, 46, −12</td>
<td>3.78</td>
<td>7</td>
<td>76</td>
<td>0.11</td>
<td>75</td>
<td>76</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>dACC</td>
<td>2, 26, 32</td>
<td>3.94</td>
<td>7</td>
<td>81</td>
<td>0.19</td>
<td>77</td>
<td>79</td>
</tr>
<tr>
<td>Pleas 4</td>
<td>Lat OFC</td>
<td>38, 50, −6</td>
<td>3.24</td>
<td>7</td>
<td>64</td>
<td>0.01</td>
<td>64</td>
<td>71</td>
</tr>
<tr>
<td>Decide vs rate</td>
<td>Med 10</td>
<td>12, 60, −8</td>
<td>6.45</td>
<td>7</td>
<td>66</td>
<td>0.06</td>
<td>64</td>
<td>66</td>
</tr>
</tbody>
</table>

PCC, %, prediction as percent correct from the decoding; PE inform, information from probability estimation decoding; MLP, %, prediction as percent correct from a multilayer perceptron; SVM, %, prediction as percent correct from a support vector method; Pleas, binary prediction of pleasantness from number of stimuli indicated. Pleas 2 refers to the warm and cold stimuli applied separately; Decide vs. rate, binary prediction of whether this will be a choice decision or rating trial; Intens, binary prediction of whether the intensity rating was greater or less than the median for that participant; z, z value from the conventional SPM analysis for the peak voxel. dACC, dorsal anterior cingulate cortex; Lat OFC, lateral orbitofrontal cortex; Med 10, medial prefrontal cortex area 10; OFC, orbitofrontal cortex; PGC, pregenual cingulate cortex; Premotor, premotor cortex; vSTR, ventral striatum.
possible to make predictions about larger numbers of affective states than two. For example, taking the three stimuli, warm, cold, and a mixture of the warm (42°C) and cold stimuli, it was possible to predict the stimulus and the pleasantness state it produced at 58% correct (where chance is 33% correct), and 0.25 bits of information were encoded about the three stimuli.

In Fig. 3, we provide examples (with data from participant 2) of the predictions and information encoded by different numbers of voxels about the pleasantness ratings that would be given later in the trial from two further brain regions, the mid/medial orbitofrontal cortex (above) and the pregenual cingulate cortex (below), in both of which there are correlations across trials and subjects of the activations with the pleasantness ratings (Rolls et al. 2008). For the orbitofrontal cortex, the prediction was 75% correct, with 0.12 bits of information (from 7 voxels), and for the pregenual cingulate cortex, the prediction was 73% correct, with 0.15 bits of information (from 7 voxels). In both these brain areas, the SPM analyses showed a correlation with the pleasantness ratings (Rolls et al. 2008).

Some details of the analyses shown in Fig. 3 (bottom) are now considered. The information increase as a function of the number of voxels shown in Fig. 3 (bottom left) is sublinear, indicating some redundancy of the information provided by the different voxels. The fact that the graph of percentage correct (Fig. 3, bottom right) shows a small decline of its values as the number of voxels increases is also a consequence of the redundancy between voxels that happens to be highlighted.
because maximum likelihood (ML) decoding was used to calculate the percent correct, whereas PE decoding was used to calculate the information. The ML estimation method used for the computation of the percentage correct decoding uses a single stimulus (that found most likely to elicit the observed response) rather than the probabilities estimated for each stimulus, and thus is more strongly affected by the redundancy of the information conveyed by the different voxels and chance effects because of the selection of different voxels when there are limited numbers of trials and more trials are added that add noise but no further information. We note that with the PE method used to calculate the information, the high regularization tends to produce a smoothed gradually increasing information estimate as the number of voxels is increased (as illustrated in Figs. 2–4). We were able to confirm that if the ML decoding is used to calculate the information, then the shape of the curve becomes somewhat more similar to that of the percent correct prediction as the number of voxels is increased. Because the predictions typically did not improve with more than seven voxels, and sometimes became worse as more voxels were added that introduced noise but no further useful information, the data shown in Table 1 and elsewhere are for seven voxels except where stated.

Table 1 summarizes data from many such analyses about the predictions of the pleasantness ratings that will be made later in trial. [In Table 1, Pleas 2 refers to binary predictions of pleasant vs. unpleasant using 2 thermal stimuli (41 and 12°C) and Pleas 4 to binary predictions using the 4 thermal stimuli.]
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**FIG. 4.** Top: prediction (middle) and information encoded (left) as a function of the number of voxels in the medial prefrontal cortex area 10 [−10, 66, 10] about whether the trial was one on which a decision about the thermal stimulus (whether it would be accepted in future) was being made or whether it was a trial on which ratings on continuous scales of pleasantness and intensity were to be made. The brain region in participant 2 from which the activations were measured is shown on the right. Bottom: a similar analysis for activations in the ventral premotor cortex (vPM) [−32, 0, 64] in participant 1.
In terms of brain regions, it was possible to predict pleasantness ratings (pleasant vs. unpleasant) from the orbitofrontal cortex with a mean percent correct of 71% (SD = 8%, n = 13 sites in 4 subjects, best 3 regions 80, 78, and 77% correct), and the average information available was 0.11 bits (SD = 0.07 bits, best 3 regions 0.29, 0.27, and 0.21 bits). For the pregenual cingulate cortex, it was possible to predict pleasantness ratings (pleasant vs. unpleasant) with a mean percent correct of 74% (SD = 4%, n = 4 sites, best 2 regions 78 and 76% correct), and the average information available was 0.13 bits (SD = 0.07 bits, best 2 regions 0.20 and 0.15 bits). From medial area 10, one site yielded prediction of pleasantness ratings of 90%, with the information available being 0.61 bits. To place these results in the context of the statistics in the SPM analyses, the z values for the peak voxels in the related contrast analyses (and correlation analyses with the rating as a regressor) were typically >4 as shown in Table 1, and the z values in the group random effects analyses were typically in the range 3–4 as shown elsewhere (Grabenhorst et al. 2008b; Rolls et al. 2008).

As noted in METHODS, these information theoretic and prediction analyses are primarily at the single subject level, and we showed data for four individual participants in Table 1. To check that these results were representative, we performed further analyses on other participants scanned in the original experiment (Rolls et al. 2008). Analogous results were found in these further analyses. For example, when testing for predictions of pleasant versus unpleasant ratings from four stimuli for voxels in the orbitofrontal cortex, the mean percent correct prediction (across 7 further participants) was 69%, and the mean information was 0.05 bits. Over all these 11 participants, the mean prediction from the orbitofrontal cortex activations of whether the affective state would later be rated as pleasant or unpleasant was 71 ± 2.5% (SE) correct, and the ability to make a prediction from the activations that was better than chance was highly significant (t = 8.64, df = 10, P < 0.00001).

The results across all the datasets show that what was shown in Figs. 2 and 3 is the general pattern of results. That is, in all cases, the information increases sublinearly with the number of voxels; the information maximum was obtained for a set of voxels that was typically in the order of 7–20, with 33 voxels either yielding no more information, or in some cases, less because of the introduction of noisy measures to the decoding algorithm as the number of voxels was increased. In terms of predictions, the prediction that could be made from any one voxel in a region was typically good and improved typically by <7% as more voxels, up to typically eight, were added.

Predictions about pleasantness based on data from two brain regions versus one brain region

We next consider how the information from voxels from different brain areas adds compared with voxels in the same brain area. We consider predictions about pleasantness and the information encoded about pleasantness across the two brain regions shown in Fig. 3: the mid/medial orbitofrontal cortex and the pregenual cingulate cortex in participant 2. In this case, three voxels (selected repeatedly at random from the best 7) in the pregenual cingulate cortex and four voxels (from the best 7) in the orbitofrontal cortex gave 0.20 bits and 81.4% correct, whereas the seven voxels from the pregenual cingulate cortex gave 0.13 bits and 78% correct, and the seven voxels from the orbitofrontal cortex gave 0.16 bits and 78% correct. Thus there was little difference in whether the voxels came from the same or different brain regions, implying that, in this case, the evidence available from both regions was similar, at least for this pleasantness prediction and encoding.

The overall results for the information and predictions by considering activations from two versus one brain area were as follows. We consider predictions about pleasantness and the information encoded about pleasantness in 11 different tests performed in four subjects involving combinations of four or three voxels from two brain regions that included the medial/mid orbitofrontal cortex, the pregenual cingulate cortex, the dorsal part of the anterior cingulate cortex, and the lateral orbitofrontal cortex. Across the 11 tests, the mean ratio of the information obtained from two sites compared with the activations taken from the better of the sites of each pair was 1.06 ± 0.21 (SD). (The relevant comparison is the better site, as taking any 3–4 voxels from the seven best voxels at a site provides most of the information.) This ratio was not significantly different from 1.00 (t = 0.99, df = 10, P = 0.34). Thus overall, there was no evidence that, for this binary prediction, of whether the rating made later would be pleasant versus unpleasant, taking voxels at random from the sets of voxels at two sites provided more information than when the voxels came from the better of the two sites. Similarly, the prediction of whether the stimulus was pleasant versus unpleasant was not improved by taking voxels from two areas versus the same number of voxels from the better of the two areas (mean percent correct from the better of 2 areas calculated over 7 voxels = 79%, mean percent correct from 7 voxels taken from two areas = 82%, ratio = 1.05, SD = 0.13, r = 1.39, P = 0.19, df = 10).

Predictions about intensity

We tested for brain areas from which intensity can be predicted and for which affective value cannot. An example was found in the somatosensory insula [38, 0, 14], where from 33 voxels, the prediction of intensity was 66.7% correct with 0.02 bits, whereas the prediction of pleasantness was 55.0% correct with 0.00 bits of information. Dissociations of this type based on the information provided in different brain areas by representations about different properties of stimuli or events can provide a quantitative approach to the different functionality of different brain areas. Further examples are shown in Table 1, in which some brain areas provide information about for example affective value but not about choice decision making, supporting what was found by SPM analyses (Grabenhorst et al. 2008b).

Predictions about mental operations involved in decision making versus subjective ratings

Figure 4 compares information theoretic analyses for a brain area from which the task being performed by the subject, decision making versus rating, produces different activations, with more activation when decisions were being taken (Grabenhorst et al. 2008b). The activation value for each voxel was the fMRI signal when the thermal stimulus was on and the subject had been instructed 1 s earlier that the trial was either one on which a binary decision was required (of whether or not
they would choose the stimulus) or was a trial on which ratings of pleasantness and intensity were to be made, in both cases after a delay period. Figure 4 (right) shows that it is possible to predict with 69% correct on a single trial by the activations in medial prefrontal cortex area 10 whether it is a decision trial or a rating trial. This level of prediction was possible from the 15 voxels, with 66% correct based on 1 voxel. Figure 4 (left) shows that 0.11 bits of information were present from 15 voxels, with 7 voxels providing most of the information. The amount of information from any one voxel is quite low (0.015 bits), and this is associated with an approximately linear increase of information over the first seven voxels.

As shown in Table 1, this was a typical result across participants, with similar predictions of decision making versus rating shown in three subjects from the activation on a single trial in medial prefrontal cortex area 10. It was also possible to predict that it was a decision-making trial from activations in the ventral premotor cortex, as shown in Table 1, and this is of interest, because this region is implicated in decision making by single neuron recording studies (Romo et al. 2004).

Information in the correlations between voxel activations

We used the information theoretic method to measure how much information was present in stimulus-dependent cross-correlations between the voxels. This was performed by using the decoding based only on the correlations between voxels on each trial indicated in the right columns of Fig. 1. Six correlation values between pairs of voxels were used, and were from the four voxels in a dataset that had the largest difference in activation to the two thermal stimuli, warm and cold, to ensure that these are voxels influenced by the stimuli and that would contribute to significant effects in contrast and correlation analyses with SPM. Ten datasets from four subjects were analyzed in this way. The average information available from the stimulus-dependent noise cross-correlations in these 10 datasets was 0.043 ± 0.070 bits. This was not significantly different ($P = 0.24$, $t$-test) from the information measured when the data were randomly permuted between trials within a stimulus, to break any trial-by-trial noise cross-correlation (0.021 ± 0.037 bits). Thus there was no evidence for information in stimulus-dependent noise (trial-by-trial) correlations. Indeed, if we take the difference of the measured and shuffled values, obtaining 0.022 bits, we find that this is very small compared with the information measured from the activation values of the voxels, which was 0.149 ± 0.035 bits, that is, 6.8 times larger, and significantly different ($P < 0.004$, $t$-test).

With the approach shown in Fig. 1, we were also able to measure from just the activation values on the left of Fig. 1, the effect of trial-by-trial or “noise” effects that were stimulus independent. This was implemented by randomly permuting the activation values within a voxel and within a stimulus across trials. For the same 10 datasets, the measured information after the random shuffling was 0.408 ± 0.077 bits, which is much higher than the true 0.149 bits measured with the data not shuffled between trials. The reason for this is that, on some trials, the values for all the voxels may be lower than usual, and on other trials, they may all be higher than usual, with this occurring independently of which stimulus was present. The effect of this type of stimulus independent noise (i.e., trial-by-trial) variation is to make the decoding of the data from any one trial difficult, because all the voxel activations may randomly be higher or lower than usual on a given trial. (In this situation, the shuffling between trials increases the information measured, because at least some of the voxels on the pseudotrials will have activations that are more representative of what occurs usually.)

Put quantitatively, the loss of information produced by stimulus-independent noise or trial by trial correlation of the voxel activation values was 0.408 − 0.149 bits = 0.259 bits. But another way, the stimulus-independent noise correlations resulted in a loss of 63.5% of the information (0.259/0.408). The source of this noise is probably largely caused by noise in the fMRI BOLD signal measurement process itself, and it is interesting to see it quantified.

Consistent with these analyses, the average correlations across stimuli and trials between the voxel pairs were quite high, with a mean Pearson correlation of 0.83 ± 0.09 (SD). For comparison, the representations of different stimuli provided by a population of inferior temporal cortex neurons are relatively decorrelated, as shown by the finding that the mean (Pearson) correlation between the response profiles to a set of 20 stimuli computed over 406 neuron pairs was low [0.049 ± 0.013 (SE)] (Franco et al. 2007).

Perhaps the most important point from these correlation analyses is that no significant information was available in the stimulus-dependent cross-correlations between voxels.

DISCUSSION

The application of the methods described here enabled us to predict hidden affective states on a single trial produced by warm versus cold stimuli with quite high levels of accuracy, typically 60–80% correct (with a mean of 71% correct for predictions of pleasantness from the orbitofrontal and cingulate cortices) as shown for the four participants in Table 1. Furthermore, over all 11 participants, the mean prediction from the orbitofrontal cortex activations of whether the affective state would later be rated as pleasant or unpleasant was 71 ± 2.5% (SE) correct, and the ability to make a prediction from the activations that was better than chance was highly statistically significant ($P < 0.00001$). The percentage correct for the predictions is comparable to some other studies in which predictions of hidden states have been reported. For example, in a study in which the prediction was about whether a subject would add or subtract, the average prediction accuracy across subjects from the activation of multiple voxels was 70% (Haynes et al. 2007). However, the information theoretic approach used here enables much more than simple predictions from brain states to be analyzed.

First, we analyzed how the prediction, and the maximum likelihood information that corresponds to this, varies with the number of voxels. For most sites, the results were similar to those shown in Figs. 2–4, in that the predictions (percent correct) were not much improved by adding more than one voxel. In fact, what Figs. 2–4 show are the average predictions from any one voxel in the set, from any two voxels, etc. Of course, if a particular voxel with little information is selected, and a second is added with more information, the second voxel will add to the first. Therefore the results in Figs. 2–4 must be understood as showing what happens on average with any one voxel in the set analyzed, any two voxels, etc. Provided that there is a small number of voxels in the set, the average across
voxels is likely to be close to the peak of the prediction that can be made from a voxel, but with a large number of voxels in a set, the best voxel may perform better than the average for one voxel. We used the average for one voxel here so that we can compare this value with the values for combinations of two or more voxels from the same set. We ensured that the values reported for one voxel were close to the maximum from any one voxel by checking the data with small datasets of seven or fewer voxels.

Second, we analyzed how the probability estimation information increases with the number of voxels. Here we found, as shown in Figs. 2–4, that the information typically increases as more voxels are added. However, the information did not increase linearly with the number of voxels, indicating that the voxels were not providing independent information and that instead there was redundancy because of correlated profiles across the set of stimuli of the different voxels: these are referred to as signal correlations (Rolls 2008; Rolls et al. 2003a, 2004).

These findings can be very interestingly compared with the information encoding provided by single neurons and by populations of single neurons. We are able to make this comparison directly because we used the same information analysis routines to measure the information from neurons and from voxel activations. Let us consider some of the main findings from single neurons (Rolls 2008). If we consider an analogous task analyzed in monkeys performing a visual discrimination task in which one visual stimulus, a triangle, predicted fruit juice reward (a pleasant stimulus), and the other visual stimulus, a square, predicted a saline taste (an unpleasant stimulus), a typical orbitofrontal cortex single neuron such as the one shown in Fig. 5 can predict the affective choice with 90% correct and 0.5 bits of (PE) information on a single trial (data from Rolls et al. 1996b; new information theoretic analysis performed for this paper). This analysis is supported by further data for neurons in the macaque orbitofrontal cortex, in that new analyses of the information about a set of six tastants (glucose 1.0 M, NaCl 0.1 M, HCl 0.01 M, quinine-HCl 0.001 M, monosodium glutamate 0.1 M, and distilled water) provided by orbitofrontal cortex neurons about which taste stimulus had been presented was 0.45 bits for each neuron, averaged across 135 gustatory neurons recorded in previous studies (Critchley and Rolls 1996; Rolls et al. 1996a, 1999). Further evidence that these single neuron information values are representative is that the average (probability estimation) values were 0.3–0.4 bits per neuron for populations of inferior temporal cortex neurons encoding which visual stimulus was shown (Rolls et al. 1997a). Thus the information available and the prediction from a single neuron is typically better than that achieved by the activations from a single voxel containing hundreds of thousands of neurons, as shown in Table 1, with consistent fMRI results obtained in other studies (Eger et al. 2008; Hampton and O’Doherty 2007; Haynes and Rees 2005a,b 2006; Haynes et al. 2007; Kriegeskorte et al. 2006, 2007; Pessoa and Padmala 2005, 2007). Indeed, as shown in Table 1, the average information for sets of seven or more voxels in the orbitofrontal cortex coding for pleasant versus unpleasant was 0.11 bits. Thus much more information is available from a single neuron in the orbitofrontal cortex (or inferior temporal visual cortex) than is available from seven voxels in the human orbitofrontal cortex containing very large numbers of neurons. Part of the difference is that the fMRI BOLD signal is inherently noisy with variation from trial to trial, and this stimulus-independent noise correlation, quantified above, results in a small drop of aversive tasting saline). This neuron reversed its responses to the visual stimulus following the task reversal. B: The behavioral response of the monkey to the task. It is shown that the monkey performs well, in that it rapidly learns to lick only to the visual stimulus associated with fruit juice reward. The information about which decision would be taken on each trial was calculated from the neuronal responses in the pre-reversal set of trials, using the number of spikes from the neuron in a 500-ms period starting 100 ms after stimulus onset (Rolls et al. 1996).

FIG. 5. Orbitofrontal cortex: visual discrimination reversal. The activity of an orbitofrontal cortex visual neuron during performance of a visual discrimination task and its reversal. The stimuli were a triangle and a square presented on a video monitor. A: each point represents the mean poststimulus activity in a 500-ms period of the neuron to ~10 trials of the different visual stimuli. The SE of these responses is shown. After 60 trials of the task, the reward associations of the visual stimuli were reversed (++ , lick response to that visual stimulus produces fruit juice reward; — , lick response to that visual stimulus results in a small drop of aversive tasting saline). This neuron reversed its responses to the visual stimulus following the task reversal. B: The behavioral response of the monkey to the task. It is shown that the monkey performs well, in that it rapidly learns to lick only to the visual stimulus associated with fruit juice reward. The information about which decision would be taken on each trial was calculated from the neuronal responses in the pre-reversal set of trials, using the number of spikes from the neuron in a 500-ms period starting 100 ms after stimulus onset (Rolls et al. 1996).
What is the fundamental difference underlying the different encoding by neurons and by voxels and the ability to predict from these? The fundamental difference it is proposed is that the neurons, because the information processing computational elements of the brain, each with one output signal, its spike train, use a code to transmit information to other neurons that is rather powerful, in that each neuron, at least up to a limited number of neurons, carries independent information. This is achieved in part by the fact that the response profile of each neuron to a set of stimuli is relatively uncorrelated with the response profiles of other neurons. Therefore, at the neuron level, because this is how the information is transmitted between the computing elements of the brain, there is a great advantage to using an efficient code for the information transmission, and this means that relatively large amounts of information can be decoded from populations of single neurons and can be used to make good predictions. However, there is no constraint of this type at all on the activation of one voxel reflecting the activation of hundreds of thousands of neurons compared with the activation of another voxel, because the average activity of vast numbers of neurons is not how information is transmitted between the computing elements of the brain. [If the neuronal density is taken as 30,000 neurons/mm³ (Abeles 1991; Rolls 2008), a 3 × 3 × 3-mm voxel would contain 810,000 neurons.] Instead of the average activation (a single scalar quantity), it is the direction of the vector comprised by the firing of a population of neurons where the activity of each neuron is one element of the vector that transmits the information (Rolls 2008). It is a vector of this type that each neuron receives, with the length of the vector, set by the number of synapses onto each neurons, typically of the order 10,000 for cortical pyramidal cells. Now of course, different voxels in a cortical area will tend to have somewhat different activity, partly as a result of the effect of self-organizing maps in the cortex that tends to place neurons with similar responses close together in the map and neurons with different responses further apart in the map (Rolls 2008). Therefore some information will be available about which stimulus was shown by measuring the average activation in different parts of the map. However, the reason that this information is small in comparison to that provided by neurons is that the voxel map (reflecting averages of the activity of many hundreds of thousands of neurons) is not the way that information is transmitted between the computing elements of the brain. Instead, it is the vector of neuronal activity (where each element of the vector is the firing of a different neuron) within each cortical area that is being used to transmit information round the brain and in which therefore an efficient code is being used. Because the code provided by neurons is independent, the code can never be read adequately by any process that averages across many neurons (and synaptic currents) (Logothetis 2008), such as fMRI.

Third, we found that there was no significant information in the stimulus-dependent cross-correlations between voxels. Given the points made in the preceding paragraph, such higher-order encoding effects across voxels, where each voxel contains hundreds of thousands of neurons, would not be expected. Even at the neuronal level, under natural visual conditions when attention is being paid and the brain is working normally to segment and discriminate between stimuli embedded in complex natural scenes, almost all the information, typically >95%, is encoded in the firing rates, with very little in stimulus-dependent cross-correlations between inferior temporal cortex neurons (Aggelopoulos et al. 2005; Rolls 2008).

Fourth, the comparison of information from multiple voxels within a brain area compared with the information from the same number of voxels but from different brain areas showed that there was no advantage to taking the evidence from more than one brain area. This was found in a situation in which the two brain areas each had activations related to the same binary prediction. It might have been the case that voxels from different brain areas were less correlated and thus provided more information, but this was not found. In a task in a higher-dimensional space (i.e., with more alternatives), and where the evidence had to incorporate evidence from different sources, such as whether the stimulus is both warm and blue, combining evidence from different brain areas would be expected to be advantageous.

The predictions from and the information encoded by voxels as described here are related to what can be performed based on a single trial of data. The reason for this is that to understand information encoding and transmission in the brain, and how the brain produces a state, decision, or action, what is relevant is what happens on a single trial (Rolls 2008). On the other hand, if one wishes to know whether there is a significant difference between the activations in two conditions, one performs a statistical analysis to test whether the mean activations are significantly different based on all the trials of data available, as in a standard contrast analysis with fMRI. In relation to this, we found in this study that only quite significant statistical values (greater than z = 3.5) for a voxel in a conventional contrast analysis with 15 trials per condition are likely to contain much information (>0.1 bits) or to be useful for good prediction (better than 75%), on a single trial, as shown in Table 1.

We note that information analyses of neuronal activity are performed within a subject, so that one can compare the encoding by different neurons perhaps in different brain areas and address what carries the information (e.g., the number of spikes vs. stimulus-dependent neuronal synchronization), how the information scales with the number of neurons, and how the information encoded by single or populations of neurons compares with that being used by the subject to perform the task. This is how we have analyzed the information in this study, aimed at understanding some of the principles of the information encoded by voxels in functional neuroimaging activations. One can make predictions from the voxel activity, and compare them to the subject’s performance. If one wishes to make a prediction from the activation of particular voxels in any subject in the population of subjects, it is of course possible to perform a random effects analysis in which the data from a set of subjects is combined (Haynes et al. 2007), but this is not the aim here. It would also be possible to predict how pleasant a stimulus was on average for a subject by averaging across trials within a subject, but again that does not address the issue of information encoding and transmission in the brain when a particular decision is reached or value is described on each trial.

Information theory goes beyond making predictions of percentage correct performance when applied to neuronal and functional neuroimaging data because independent contributions sum linearly when the information transmitted is mea-
sured, and this is not the case for percentage correct (Cover and Thomas 1991; Rolls 2008). It is this property of information theory that allows one, as shown here, to address questions such as whether neurons (or voxels) convey independent information or whether there is redundancy; how much one can learn from neuronal firing rates (or voxel activations) compared with how much one can learn from stimulus-dependent cross-correlations between neurons (or voxels), and whether these two contributions are uncorrelated with each other (i.e., independent); how much one can learn by combining evidence from nearby neurons (or voxels) compared with more distant neurons (or voxels), which addresses whether there is local redundancy, and whether it is useful to measure from more than the single most strongly activated voxel; to what extent evidence is lost because of signal correlations (i.e., correlations between responses that are related to the similarity of the input) versus noise correlations (stimulus-independent trial-by-trial variation, caused, for example, by measurement noise). The use of information theory also allows direct comparisons on the same absolute scale (bits) between different types of measure, for example, what evidence is provided by neuronal firing rates versus voxel activations versus behavioral reports. Although information theory is the only way to address these issues quantitatively, it is more complicated than measuring the percent correlation versus voxel activations versus behavioral reports. Although in principle, it is more complicated than measuring the percent correlation versus voxel activations versus behavioral reports. Although in practice, it is more complicated than measuring the percent correlation versus voxel activations versus behavioral reports. Although in practice, it is more complicated than measuring the percent correlation versus voxel activations versus behavioral reports.
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