SK Channels Gate Information Processing In Vivo by Regulating an Intrinsic Bursting Mechanism Seen In Vitro
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Toporikova N, Chacron MJ. SK channels gate information processing in vivo by regulating an intrinsic bursting mechanism seen in vitro. J Neurophysiol 102: 2273–2287, 2009. First published August 12, 2009; doi:10.1152/jn.00282.2009. Understanding the mechanistic substrates of neural computations that lead to behavior remains a fundamental problem in neuroscience. In particular, the contributions of intrinsic neural properties such as burst firing and dendritic morphology to the processing of behaviorally relevant sensory input have received much interest recently. Pyramidal cells within the electroreceptive lateral line lobe of weakly electric fish display an intrinsic bursting mechanism that relies on somatodendritic interactions when recorded in vitro; backpropagating somatic action potentials trigger dendritic action potentials that lead to a depolarizing afterpotential (DAP) at the soma. We recorded intracellularly from these neurons in vivo and found firing patterns that were quite different from those seen in vitro: we found no evidence for DAPs as each somatic action potential was followed by a pronounced afterhyperpolarization (AHP). Calcium chelators injected in vivo reduced the AHP, thereby unmasking the DAP and inducing in vitro-like bursting in pyramidal cells. These bursting dynamics significantly reduced the cell’s ability to encode the detailed time course of sensory input. We performed additional in vivo pharmacological manipulations and mathematical modeling to show that calcium influx through N-methyl-D-aspartate (NMDA) receptors activate dendritic small conductance (SK) calcium-activated potassium channels, which causes an AHP that counteracts the DAP and leads to early termination of the burst. Our results show that ion channels located in dendrites can have a profound influence on the processing of sensory input by neurons in vivo through the modulation of an intrinsic bursting mechanism.

INTRODUCTION

It was once thought that single neurons could be viewed as passive devices that sum up synaptic input and fire action potentials when this sum exceeds a given threshold. This traditional view has, however, been challenged over the last decades by studies showing that neurons possess active properties such as the firing of packets of action potentials followed by quiescence. This phenomenon, better known as burst firing, is ubiquitous within the CNS (Krahe and Gabbiani 2004). It has been found that burst firing can be elicited in vitro in many neurons, which has greatly facilitated the characterization of the ion channel interactions that lead to bursting (Brumberg et al. 2000; Izhikevich 2000; Jung et al. 2001; Krahe and Gabbiani 2004; Wang and Rinzel 1995). A variety of functions have been proposed for burst firing such as feature detection (Gabbiani et al. 1996; Lesica and Stanley 2004; Lisman 1997; Metzner et al. 1998; Ritz and Sejnowski 1997) and gating of sensory information (Kim and McCormick 1998; Ramcharan et al. 2000; Sherman 2001). However, linking the packets of action potentials seen in vivo to burst firing seen in vitro has proven difficult because it is not known in general how in vivo conditions will affect burst firing seen in vitro. Studies exploiting well-characterized systems that are amenable to both in vitro and in vivo studies are necessary to understand the contributions of intrinsic firing dynamics such as bursting to neural computations that lead to behavior.

Gymnotiform weakly electric fish generate a quasi-sinusoidal electric organ discharge (EOD) that is distorted by objects with a conductivity different from that of the surrounding water (Turner et al. 1999). Electroreceptors on the fish's skin sense EOD amplitude modulations (AMs) caused by nearby objects (Bastian 1981) and synapse onto pyramidal cells within the electroreceptive lateral line lobe (ELL) (Maler et al. 1991; Turner and Maler 1999). The responses of these pyramidal cells to sensory input have been well characterized in vivo (Bastian and Nguyenkim 2001; Chacron 2006; Chacron and Bastian 2008; Chacron et al. 2001b, 2003a, 2005c, 2007; Doiron et al. 2003a; Ellis et al. 2007a; Krahe et al. 2008). However, in vitro studies have shown that these cells display a well-characterized intrinsic bursting mechanism that relies on a somatodendritic interaction (Lemon and Turner 2000; Turner et al. 1994).

We studied the bursting properties of ELL pyramidal cells in vivo via intracellular recordings and found significant differences with the firing patterns seen in vitro. Our experiments show that these differences can be explained by the activation of dendritic SK1 channels by feedback input in vivo through calcium influx by N-methyl-D-aspartate (NMDA) receptors. Furthermore, our results show that these channels have a profound influence on the cell’s response to sensory input.

METHODS

Animals and surgery

The weakly electric fish Apteronotus leptorhynchus was used exclusively in these experiments. Animals were housed in groups of three to six in 150-L tanks, temperature was maintained between 26 and 28°C, water conductivity varied from 400 to 800 μS, and pH was maintained between 6.8 and 7.2. The experiments were performed in Plexiglas tanks (30 × 30 × 10 cm) filled with water from the fish's home tank.

Surgical techniques were the same as described previously (Bastian 1996a,b). Briefly, animals were immobilized by intramuscular injection of 0.1–0.5 mg of Tubocurarine (Sigma, St. Louis, MO) and respiration via a mouth tube with aerated tank water at a flow rate of 10 ml/min. The fish was submerged in water except for the top of the
head. To expose brain for recording, we first locally anesthetized the skin on the skull by applying 2% lidocaine and removed a thin strip of skin. A metal post was glued to the exposed area of the skull for stabilization. An access to the area of the cerebellum overlying the ELL was achieved by drilling a hole of ~2 mm². The surface of the brain was kept covered by saline throughout the experiment. All animal procedures were approved by McGill University’s Animal Care Committee.

Recordings

Intracellular recording techniques were the same as used previously (Bastian et al. 2002). Intracellular recordings were made with potassium chloride (3 M)– or potassium acetate (2 M)–filled 35- to 100-MΩ micropipettes and, confirming previous results (Bastian 1993), no differences were seen with either solution. Intracellular recording techniques with the pipette tip filled with 100 mM 1,2-bis(2-aminophenoxy)ethane-N,N,N’,N’-tetraacetic acid (BAPTA) were the same as used previously (Bastian 1998; Krahe et al. 2008). As in previous studies, it can take ~10 min for BAPTA to diffuse into the cell and observe an effect depending on the resistance of the pipette. As such, it is possible to compare the activity of the same cell before and after BAPTA treatment in some cases. For these cells, control activity was taken during the first 1.5 min after impalement. We also recorded from pyramidal cells with and without BAPTA: for these experiments, BAPTA was allowed to diffuse for 5–10 min before the experiment was started. We recorded exclusively from the centrolateral and lateral segments because BAPTA was previously shown to have no effect in the centromedial segment (Krahe et al. 2008). Note that in vitro studies have shown that pyramidal cells in the centrolateral segment can show burst firing (Mehaffey et al. 2008a).

Extracellular single-unit recordings from pyramidal cells were made with metal-filled micropipettes (Frank and Becker 1964). Recording sites were determined from surface landmarks and recording depths were limited to centrolateral ELL segment. Both extracellularly and intracellularly recorded spikes were detected with CED 1401-plus hardware and Spike2 software, at resolution of 0.1 ms (Cambridge Electronic Design, Cambridge, UK). E-type pyramidal cells respond with increases in firing rate, whereas I-type pyramidal cells respond with decreases in firing rate to increases in EOD amplitude (Saunders and Bastian 1984). E- and I-type pyramidal cells were determined based on responses to sensory stimuli as done previously (Bastian et al. 2002).

Pharmacology

Previously established micropressure ejection techniques were used to locally apply glutamate (1 mM), UCL–1684 (UCL, 1 mM), APV (1 mM), and magnesium acetate (200 mM) within the ELL molecular layer containing the apical dendritic trees of a given cell (Bastian 1993; Bastian and Nguyenkim 2001; Chacron 2006; Chacron and Bastian 2008; Chacron et al. 2005c; Ellis et al. 2007a; Krahe et al. 2008; Mehaffey et al. 2008a). The agents were dissolved in saline. Multibarrel pipettes were pulled to a fine tip and subsequently broken to a total tip diameter of 10 μm. One barrel was filled with glutamate, whereas the remaining barrels were filled with the other solution. Once a recording from a pyramidal cell was established, the multibarrel pipette was slowly advanced into an appropriate region of the ELL molecular layer while periodically ejecting glutamate with pressure pulses of air (duration = 100 ms, pressure = 40 psi) using a picospritzer. The proximity of apical dendrite of a recorded cell was determined by a short-latency excitation of that cell (Bastian 1993). After satisfactory placement, each drug was delivered by a series of pressure pulses (duration = 100 ms, pressure = 40 psi). We note that it can be difficult to find the right placement to actually have the two-barrel pipette within or near the apical dendritic tree. Extracellular recording are much less prone to be disturbed by manipulations than intracellular recordings. Therefore we switched to extracellular recordings when we performed the pharmacological manipulations as before (Chacron 2006). Drugs were purchased from Sigma and Tocris (Ellisville, MO). Previous studies have shown that drugs injected in this manner will not diffuse past the tractus stratum fibrosum and thereby will remain within the molecular layers of the ELL (Bastian 1993). However, such a technique will very often not affect a given pyramidal cell’s entire dendritic tree, and the area of effect is drug dependent: larger molecules (e.g., APV and UCL) will have a smaller diffusion coefficient and will not diffuse as far from the ejection site on average as small ions (e.g., Mg²⁺) (Bastian 1993).

Stimulation

Because the electric organ of Apteronotus is neurogenic, the EOD discharge persists after immobilization with curare-like drugs. All stimuli therefore consisted of modulations of the fish’s own EOD by electric signals applied either globally via chloridized silver wire electrodes positioned 15 cm away from the fish on either side of the animal or locally via a small local dipole electrode positioned 1–3 mm from the skin (Bastian et al. 2002). The fish’s EOD was recorded with chloridized silver wire electrodes positioned at the head and at the tail. The zero crossings of the amplified EOD signal (DAM50, World Precision Instruments, Sarasota, FL; band-pass filter between 300 Hz and 3 kHz) were detected by a window discriminator, which triggered a function generator to output a single-cycle sinusoid of slightly higher frequency than the fish’s EOD. This created a train of single-cycle sinusoids that were phase-locked to the EOD. The train was then multiplied (MT3 multiplier, Tucker Davis Technologies, Gainesville, FL) with a modulation waveform produced by a computer. The resulting signal was attenuated (LAT45 attenuator, Leader Electronics, Cypress, CA) and fed into the tank via a stimulus isolator (ΔVS linear stimulus isolator, World Precision Instruments). Depending on the polarity of the signal relative to the fish’s EOD, the signal led to an increase or a decrease in amplitude of the EOD.

Spontaneous neuronal activity was characterized by no external stimulus provided and the electrosensory system being driven only by the fish’s unmodulated EOD. To determine response to stimuli, we used random AMs (RAMs). The modulation waveform for the RAMs was a low-pass-filtered (8th-order Butterworth filter, cut-off frequency: 120 Hz), zero-mean, Gaussian noise that lasted for 100 s. The amplitude of the global stimulus was calibrated at the position usually occupied by the fish but measured without the fish being in place. The reference amplitude at 0 dB was set to 1 mV/cm. Typical attenuation levels for global stimulation were –30 to –35 dB and for local stimulation were –25 to –30 dB. This setting for the local stimulus relative to the global stimulus was shown to provide equivalent drive to primary electrosensory afferents (Bastian et al. 2002; Chacron et al. 2005c). The modulation waveforms were sampled at 2 kHz.

Membrane time constants and input resistances were calculated from intracellular recordings by injecting a ~0.12 nA current pulse lasting 1 s via the recording electrode ≥20 times and averaging the membrane potential waveforms. The input resistance was calculated from Ohm’s law as \( R_{m} = \Delta V/\Delta I \), where \( \Delta V \) is the change in membrane voltage caused by the change in current injection from 0 to ~0.12 nA (Berman and Maler 1998b; Ellis et al. 2007a). The membrane time constant was measured by fitting an exponential function to the average membrane potential time course after the onset of the current pulse.
Data analysis

We segregated the spike train into bursts and isolated spikes using an interspike interval (ISI) threshold of 10 ms as done previously (Ellis et al. 2007a; Mehaffey et al. 2008b; Oswald et al. 2004): spikes belonging to ISIs that were less than this threshold were deemed part of a burst. Responses to RAMs were accumulated as sequences of spike times for each cell and were converted to binary sequences sampled at 2 kHz as done previously (Chacron and Bastian 2008; Ellis et al. 2007a; Mehaffey et al. 2008a). The data analysis and stimulation protocols were similar to those used previously (Chacron 2006; Chacron et al. 2001a, 2003b, 2005a,b,c, 2007; Sadeghi et al. 2007). The coherence C(f) between the binary sequence and the stimulus was calculated according to

\[ C(f) = \frac{|P_{xx}(f)|^2}{P_{xx}(f)P_{xx}(f)}, \]

where \( P_{xx} \) and \( P_{xx} \) are the power spectra of the stimulus and the binary sequence, respectively, and \( P_{xx} \) is the cross-spectrum between the stimulus and the binary sequence. A lower bound on the rate of information transmission at frequency \( f \) can be computed as \( I_{\text{max}}(f) = -\log(1 - C(f)) \) (Borst and Theunissen 1999). The mutual information rate \( MI \) is obtained by integrating \( I_{\text{max}}(f) \) between 0 and the stimulus cut-off frequency. The mutual information rate measures the rate of information transmission per unit time and is measured in bits per second. \( X \) bits of information means that the system can theoretically distinguish between \( 2^X \) stimuli.

We computed the spike-triggered average by averaging the stimulus waveform in a time window of 200 ms centered on each action potential as before (Chacron 2006). This measure gives the average stimulus waveform preceding and following an action potential and is a useful way of characterizing a neuron’s response to a time varying stimulus (Dayan and Abbott 2001).

We measured the amplitude of spike afterhyperpolarization in intracellular recordings by subtracting the average membrane potential in the 2 ms after an isolated action potential from the average membrane potential preceding that same action potential. An action potential was deemed to be isolated if there were no other spikes within a window of 200 ms centered on the action potential in question. To measure bursts depolarization, the spikes were truncated and the average voltage 100 ms before the burst was subtracted from the average voltage during the burst. The decay time constant of the ISI probability density was measured by fitting an exponential function to the ISI probability density after the peak. This measure characterizes the tail of the ISI distribution and reflects changes in the ISI probability density that occur during burst firing: burst firing will typically increase the propensity of short ISIs and there will therefore be (relatively speaking) a lower proportion of long ISIs, thereby leading to a faster decay of the ISI probability density.

Quantities are reported as mean \( \pm SE \) throughout this study. Analysis of statistical significance for same-cell intracellular and extracellular recordings was done using Wilcoxon signed-rank tests, and comparisons between different cells were done using Wilcoxon ranksum tests.

Modeling

We used previously described models of an ELL pyramidal cell. The first model is multicompartmental in nature and possesses a realistic dendritic geometry: it was previously described in detail (Doiron et al. 2001a,b). We used the same parameters as Doiron et al. (2001b) except that 500 excitatory synapses were scattered on the apical dendritic tree as done previously (Doiron et al. 2001a) and that a constant depolarizing current of 0.32 nA was injected in the somatic compartment to make the burst duration similar to that of the two-compartmental model described below (Doiron et al. 2002). The presynaptic spike trains consisted of independent and identically distributed Poisson processes each with firing rate 30 Hz. The conductance of each synapse after a presynaptic action potential at time 0 is given by

\[ g(t) = g_{\text{max}} \frac{t}{\tau_{\text{syn}}} e^{-t/\tau_{\text{syn}}}, \]

where \( V \) is the postsynaptic membrane potential, \( g_{\text{max}} = 6 \times 10^{-5} \mu S \), and \( \tau_{\text{syn}} = 10 \text{ ms} \). Each synapse is linked to \( Ca^{2+} \) dynamics that are described by the following equation

\[ \frac{d[Ca]}{dt} = f_{\text{Ca}}(aI_{\text{Ca}} - k_s[Ca]) \]

where \( [Ca] \) is the intracellular calcium concentration (in \( \mu M \)), \( f_{\text{Ca}} \) is a constant reflecting fraction of bounded to free \( Ca^{2+} \) (Wagner and Keizer 1994), \( f_{\text{Ca}} = 0.03/\text{ms} \text{ for control and } f_{\text{Ca}} = 0.0008/\text{ms} \text{ for BAPTA, where the } Ca^{2+} \text{ conversion constant is } \alpha = 0.0055 \mu \text{M/Na}, \text{ and the Ca extrusion ratio is } k_s = 1/\mu \text{M}, \text{ and } I_{\text{Ca}} = -g_{\text{Ca}}(V - V_{\text{Ca}}). \text{ These values were determined from the data available (Mayer and Westbrook 1987; Nowak et al. 1984; Reynolds and Miller 1990). Anatomical studies have shown that NMDA receptors (Berman et al. 2001) are located in dendritic spines and that SK1 channels are also localized in the dendrites (Ellis et al. 2008). We assume that both are co-localized within spines and neglect calcium diffusion between spines. Thus the SK1 channel associated with each synapse was modeled by

\[ I_{\text{SK}} = g_{\text{SK}} \frac{[Ca]}{[Ca] + k_s}(V_{\text{Ca}} - V), \]

We used \( g_{\text{SK}} = 5.15 \mu S \), \( V_{\text{Ca}} = 70 \text{ mV}, \ k_s = 0.4 \mu \text{M}, \text{ and } V_{\text{Ca}} = -88.5 \text{ mV (Mayer and Westbrook 1987; Nowak et al. 1984; Reynolds and Miller 1990). Simulations of this model were performed using the NEURON simulation software (Hines and Carnevale 1997) with an integration time step of 0.025 ms. We note that the dendritic spike shape depends on the proximity of the recording site to the soma. We recorded from the proximal apical dendrite to match the spike shape obtained from experimental recordings and from our two-compartmental model described below.

Our second model consists of a two-compartmental reduction of the first one but contains all the essential elements to reproduce bursting seen experimentally in vitro (Doiron et al. 2002). This model consists of somatic and dendritic compartments connected through an axial resistance of \( 1/g_s \) (\( g_s \): coupling conductance). Both compartments contain the essential spiking currents: fast inward \( Na^+ \) (\( I_{\text{Na},s}, I_{\text{Na},d} \) and outward delayed rectifying (\( Dr \) \( K^+ \) (\( I_{\text{Dr},s}, I_{\text{Dr},d} \), and passive leak currents (\( I_{\text{leak}} \). The presence of spiking currents in the dendrite enables the active backpropagation of somatic action potentials required for bursting. The membrane potentials at the soma, \( V_s \), and the dendrite, \( V_d \), are determined using a Hodgkin–Huxley–like formalism. The original model (Doiron et al. 2002) comprised six nonlinear differential equations. To simulate in vivo conditions, we expanded this model by incorporating the intracellular \( Ca^{2+} \) dynamics into the dendritic compartment. The NMDA current (\( I_{\text{Ca}} \)) provides \( Ca^{2+} \) influx (Ascher and Nowak 1988; MacDermott et al. 1986), which activates the dendritic SK Ca current (\( I_{\text{SK}} \) (Bond et al. 1999; Faber et al. 2005; Ngo-Anh et al. 2005; Vergara et al. 1998).

The voltage at the soma (\( V_s \)) and dendrite (\( V_d \)) is described by the following equation
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Somatic action potentials backpropagate into the proximal apical dendrites where they trigger a wider dendritic spike that propagates back to the soma, leading to a DAP (Fig. 1A). Both somatic (Fig. 1B) and dendritic (Fig. 1C) recordings obtained in vitro show characteristic features of intrinsic burst firing in ELL pyramidal cells. The DAP at the soma grows in size throughout the burst (Fig. 1B, arrows), which leads to a progressive depolarization and a shortening of the ISI throughout the burst (Fig. 1B). The burst terminates with a characteristic doublet when the ISI becomes shorter than the dendritic refractory period (Fig. 1B, asterisk) (Noonan et al. 2003), leading to dendritic failure characterized by the absence of a dendritic spike (Fig. 1C, asterisk). The lack of a DAP causes a bAHP in the soma (Fig. 1B).

We recorded intracellularly from \( n = 31 \) ELL pyramidal cells in vivo under baseline conditions (i.e., no EOD modulations). We pooled recordings from E- and I-type pyramidal cells because no significant differences were seen. Although pyramidal cells tended to fire clusters of action potentials in vivo, somatic action potentials were followed by pronounced AHPs (Fig. 1D), with no evidence for DAPs or bAHPs. Dendritic spikes were not followed by as prominent of an AHP (Fig. 1E) but no dendritic failures were observed because spike height remained constant throughout repetitive firing. These results show that in vivo conditions can have a major impact on burst firing seen in vitro.

Previous studies have found large heterogeneities amongst pyramidal cells: cells whose somata are found most superficially within the pyramidal cell layer have the most extensive apical dendritic trees, whereas cells whose somata are found deep within the pyramidal cell layer have the smallest apical dendritic trees and have large firing rates (Bastian and Nguyenkim 2001; Bastian et al. 2004). In particular, a strong negative correlation (\( R = -0.81 \)) between apical dendritic length and baseline firing rate has been previously established by several studies, enabling us to gain information to a cell’s morphology from measurements of the baseline firing rate (Bastian and Nguyenkim 2001; Bastian et al. 2004). Furthermore, previous studies have suggested that cells whose baseline firing rates are <10 Hz correspond to superficial pyramidal cells, whereas cells whose baseline firing rates are >30 Hz correspond to deep pyramidal cells (Bastian et al. 2004; Chacron 2006; Chacron et al. 2005c). It is therefore possible that our recordings performed in vivo were from different pyramidal cell than in vitro recordings that are mostly from superficial pyramidal cells (Ellis et al. 2007b). We thus explored the relationship between firing rate and spiking properties such as spike width and refractory period (note that we defined the refractory period as the minimum value of the ISI, which is not necessarily equal to the absolute refractory period as shown below): we found that both quantities were strongly negatively correlated with firing rate (Fig. 2, A and B; action potential width: \( R = -0.6214, P = 0.0078, n = 17 \); refractory period: \( R = -0.8158, P < 10^{-3}, n = 17 \)). Although our values for spike width were quite similar to those from in vitro recordings (Berman and Maler 1998b; Mehaffey et al. 2008b), our values for the refractory period were high. Indeed, cells with the lowest firing rates that correspond to superficial pyramidal cells with the largest dendritic trees (Bastian and Nguyenkim 2001) had a mean refractory period of 8.56 ± 0.6743 ms (\( n = 5 \)), which is larger than the range of ISIs that lead to dendritic
failure in vitro (Doiron et al. 2003b; Noonan et al. 2003). In no case did we observe either dendritic failure or bAHPs in our in vivo recordings of baseline activity. As such, these results suggest that, although the overall spike shape is similar in both in vivo and in vitro recordings, superficial pyramidal cells have a tendency to not fire action potentials in vivo within the time interval that leads to dendritic failure in vitro.

BAPTA induces in vitro–like burst firing in vivo

What could cause the large refractory periods observed in vivo in ELL pyramidal cells? We hypothesized that the AHPs after each action potential that are usually mediated by calcium-activated potassium channels (Sah 1996) might be responsible. We therefore applied the calcium chelator BAPTA that has been shown previously to reduce the AHP in vivo (Krahe et al. 2008). Diffusion of BAPTA inside the cell had a significant effect on pyramidal cell activity in vivo: it eliminated the AHP after somatic action potentials (Fig. 3A) and caused the appearance of characteristic burst doublets and bAHPs. BAPTA also affected dendritic recordings, showing an underlying depolarization throughout the burst that was terminated by dendritic failure (Fig. 3B). BAPTA therefore induced burst firing in vivo that has the same prominent characteristics as burst firing seen in vitro. Changes in the cell’s firing properties were reflected in the ISI distribution (Fig. 3C): treatment with BAPTA significantly increased the proportion of short ISIs around 3–5 ms. We further quantified the structure in the spike train by computing the ISI return map (i.e., a plot of each ISI as a function of the preceding one): a representative example shows that the ISI return map displays a structure characteristic of a bursting ELL pyramidal cell in vitro (Ellis et al. 2007b) (Fig. 3D).

We further quantified the effects of BAPTA by computing several quantities of interest: the burst fraction, the mean firing rate, the refractory period, the magnitude of the AHP, the average number of spikes per burst, the decay time constant of the ISI distribution, and the average membrane potential depolarization. We found that BAPTA treatment leads to significant changes in all these quantities: BAPTA significantly decreased the refractory period (Fig. 4A; control, 8.40 ± 0.63 ms; BAPTA, 3.31 ± 0.31 ms; n = 24; percent change in mean: 61%; P ≪ 10⁻³, Wilcoxon rank sum test) and increased the burst fraction (Fig. 4B; control, 0.13 ± 0.035; BAPTA, 0.74 ± 0.04, n = 26; percent change in mean: 469%; P ≪ 10⁻³, Wilcoxon rank sum test). As a consequence of the increased burst fraction, the ISI distribution shifted toward smaller values, and the time constant of the distribution significantly decreased contingent on BAPTA treatment (Fig. 4C). The average number of spikes per burst increased by 600% (Fig. 4D).

**FIG. 1.** Differences between bursting in vivo and in vitro. A: schematic representation of the somatic and dendritic compartments that are necessary for bursting seen in vitro. Insets: a dendritic action potential (top) and somatic action potential (bottom). B: somatic in vitro recording from a pyramidal cell showing the ramp depolarization during the burst, the depolarizing afterpotential (DAP) growth (arrows), and the shortening of the interspike interval. The burst terminates with a burst afterhyperpolarization (bAHP, asterisk). C: dendritic in vitro recording from a pyramidal cell showing the decrease in spike height throughout the burst that is terminated by a dendritic failure (asterisk) when the interspike interval falls below the dendritic refractory period. D and E: example in vivo recordings from pyramidal cells. Based on spike shape, D resembles an in vitro somatic recording, whereas E resembles an in vitro dendritic recording. However, we found no evidence for depolarizing ramps, bAHPs, dendritic failures, or a decrease in spike height during the burst.
BAPTA significantly decreased the AHP magnitude (Fig. 4E), confirming previous results (Krahe et al. 2008). BAPTA also significantly increased the membrane potential depolarization during a burst (Fig. 4F).

BAPTA also affected the passive properties of ELL pyramidal cells: the membrane time constant was significantly increased (control, 5.79 ± 1.14 ms; BAPTA, 13.69 ± 2.93 ms; n = 7; percent change in mean: 136%; P = 0.0156, Wilcoxon sign-rank test) and the input resistance was significantly increased (control, 8.33 ± 1.38 MΩ; BAPTA, 16.56 ± 3.14 MΩ; n = 7; percent change in mean: 99%; P = 0.0156, Wilcoxon sign-rank test). BAPTA also caused a slight but significant hyperpolarization in the resting membrane potential (control, −67.96 ± 0.77 mV; BAPTA, −71.38 ± 1.40 mV; n = 9; percent change in mean: 5%; P = 0.0039, Wilcoxon sign-rank test).

We next looked at whether BAPTA affected deep versus superficial pyramidal cells differentially. We plotted the increase in burst fraction induced by BAPTA as a function of the cell’s baseline firing under control conditions (Fig. 4G) and found a significant negative correlation between both quantities (R = −0.78, P < 10⁻³, n = 24), indicating that BAPTA had a strong effect on pyramidal cells with low firing rates and very little effect on pyramidal cells with higher firing rates. Because previous studies have found a strong correlation between pyramidal cell dendritic morphology and the baseline firing rate (Bastian and Nguyenkim 2001), these results imply that BAPTA primarily affects cells with extensive dendritic trees.

**BAPTA treatment decreases information transmission by pyramidal cells**

We also looked at the consequences of BAPTA treatment on information transmission by pyramidal cells using both local and global stimulation geometries that respectively mimic prey and communication stimuli. BAPTA significantly reduced the increase in burst fraction induced by BAPTA as a function of the cell’s baseline firing under control conditions (Fig. 4G) and found a significant negative correlation between both quantities (R = −0.78, P < 10⁻³, n = 24), indicating that BAPTA had a strong effect on pyramidal cells with low firing rates and very little effect on pyramidal cells with higher firing rates. Because previous studies have found a strong correlation between pyramidal cell dendritic morphology and the baseline firing rate (Bastian and Nguyenkim 2001), these results imply that BAPTA primarily affects cells with extensive dendritic trees.

**BAPTA treatment decreases information transmission by pyramidal cells**

We also looked at the consequences of BAPTA treatment on information transmission by pyramidal cells using both local and global stimulation geometries that respectively mimic prey and communication stimuli. BAPTA significantly reduced the
magnitude of the spike-triggered average for both global (Fig. 4A) and local (Fig. 4C) stimulation geometries. This reduced response leads to a significant decrease in the mutual information rate MI obtained for both global (Fig. 4B; control, 5.16 ± 1.81 bits/spike; BAPTA, 0.77 ± 0.25 bits/spike; n = 12; percent change in mean: 85%; P = 0.0319, Wilcoxon rank sum test) and local (Fig. 4D) stimulation (control, 1.75 ± 0.62 bits/spike; BAPTA, 0.39 ± 0.14 bits/spike; n = 11; percent change in mean: 78%; P = 0.0459, Wilcoxon rank sum test). We further studied this effect by looking how the addition of a stimulus affected the structure of the spike train as quantified by the ISI return map. Under control conditions, there are significant differences between the ISI return map for baseline and stimulated activity, indicating that the stimulus has an effect on the spike train (Fig. 5E). However, the ISI return maps obtained under baseline and stimulated conditions for BAPTA showed large degrees of overlap particularly for ISIs <10 ms (i.e., the ISIs that we took to belong to bursts; Fig. 5F), indicating that the cell’s strong bursting dynamics under baseline conditions were not modulated strongly by the addition of a sensory stimulus.

**SK current affect pyramidal cell activity in vivo**

We turned our attention to the mechanisms that are affected by BAPTA in vivo. Small conductance calcium-activated potassium (SK) channels open in response to elevations in the intracellular calcium concentration and produce an AHP after each action potential (Faber and Sah 2007; Kohler et al. 1996). Both in situ hybridization and immunohistochemical labeling studies have shown that only the SK1 and SK2 subtypes are expressed in the ELL, with SK1 localized at the apical dendrites of both E- and I-type pyramidal neurons, and SK2 channels localized at the soma of E-type pyramidal neurons only (Ellis et al. 2007b, 2008). These studies further showed differential expression of SK channels based on pyramidal cell class: SK channels of both subtypes were strongly expressed in superficial pyramidal cells and very weakly expressed in deep pyramidal cells. Although some of the effects seen here could also be because of BAPTA affecting big conductance calcium-activated potassium (BK) channels, application of the selective BK antagonist iberiotoxin did not affect ELL pyramidal cell firing properties (Krahe et al. 2008). We therefore focused on SK channels.

Because we found that BAPTA had an effect on both E- and I-type pyramidal cells in vivo, we hypothesized that the effects of BAPTA were primarily caused by reducing the effect of dendritic SK1 channels instead of somatic SK2 channels. Because previous studies have shown that the SK channel antagonist apamin had no effect in vivo when applied to the ELL molecular layers (Krahe et al. 2008), we instead used the potent SK channel blocker UCL-1684 (UCL) during extracellular recordings of pyramidal cell activity. Application of UCL significantly increased firing rate (control, 8.93 ± 1.48 Hz; UCL, 10.94 ± 1.78 Hz; n = 11; percent change in mean: 22%; P = 0.018, Wilcoxon sign-rank test) and had drastic effects on pyramidal cell activity by inducing burst firing similar to that seen with BAPTA (Fig. 6, A and B), the ISI distribution shifted toward smaller values, and the peak of the distribution became more pronounced (Fig. 6C). The burst fraction was significantly increased (Fig. 6D; control, 0.085 ± 0.03; UCL, 0.21 ±
FIG. 5. BAPTA significantly affects pyramidal cell responses to sensory input. A: representative spike triggered averages for global noise stimulation for control (dashed) and BAPTA (black) conditions. In both cases, the action potential occurs at time 0. B: BAPTA significantly reduces the mutual information rate for global stimulation. C: representative spike triggered average for local noise stimulation for control (dashed) and BAPTA (black) conditions. In both cases, the action potential occurs at time 0. D: BAPTA also significantly reduces the mutual information rate for local stimulation. E: ISI return map under control conditions for baseline (gray) and stimulated (black) activity. Note that both maps are quite different as can be seen by the relative lack of overlap between points. F: ISI return map after treatment with BAPTA for baseline (gray) and stimulated (black) conditions. Note the large overlap between both conditions indicating that the activity is quite similar under both baseline and stimulated conditions, thereby implying that the stimulus has very little effect on the neural activity as seen by the spike triggered average. The asterisks indicate statistical significance at the P = 0.05 level.

0.057, n = 11; percent change in mean: −147%; P = 0.0294), the cell’s refractory period decreased significantly (Fig. 6E; control, 8.8 ± 1.0 ms; UCL, 7.4 ± 0.9 ms; n = 11; percent change in mean: 16%; P = 0.0044, Wilcoxon sign-rank test), and the time constant of the ISI distribution decreased significantly (Fig. 6F; control, 28.1 ± 1.0 ms; UCL, 10.3 ± 1.8 ms; n = 11; percent change in mean: 64%; P = 0.00976, Wilcoxon sign-rank test).

Application of UCL also affected information transmission by pyramidal cells by significantly reducing the magnitude of the spike-triggered average for global stimulation (Fig. 6G; control, 1.0 ± 0.12; UCL, 0.74 ± 0.12; n = 13; percent change in mean: 25%; P = 0.01, Wilcoxon sign-rank test). This leads to a significant decrease in the mutual information rate MI (Fig. 6H; control, 0.59 ± 0.14 bits/spike; UCL, 0.38 ± 0.12 bits/spike; n = 13; percent change in mean: 34%; P = 0.04, Wilcoxon sign-rank test).

Contribution of NMDA receptors toward Ca2+ entry into the membrane

Given that the primary effect of BAPTA is to bind to Ca2+ ions, the dramatic change in bursting might be attributed to the intracellular Ca2+ dynamics. Because changes in bursting were also seen after the injection of an SK channel blocker in the apical dendrites, the source of calcium was probably located within the dendrites. Because previous studies have shown that NMDA channels are abundant in the dendrites of the ELL pyramidal cells (Berman et al. 2001; Bottai et al. 1997; Dunn et al. 1999; Harvey-Girard and Dunn 2003), we hypothesized that NMDA channels provided at least part of the intracellular Ca2+ necessary for SK1 channel activation (Faber et al. 2005; Garaschuk et al. 1996; Glitsch 2008; Koh et al. 1995; Ngo-Anh et al. 2005).

To test this hypothesis, we ejected Mg2+ within the ELL molecular layers. Mg2+ also had drastic effects on pyramidal cell activity in vivo, inducing burst firing (Fig. 7, A and B). Like BAPTA and UCL, injection of Mg2+ increased the mean firing rate (control, 13.97 ± 1.36 Hz; Mg2+, 16.7 ± 1.42 Hz; n = 13; percent change in mean: 19%; P = 0.006, Wilcoxon sign-rank test); it also shifted the ISI distribution shifted toward smaller values (Fig. 7C), the burst fraction increased (Fig. 7D; control, 0.29 ± 0.047; Mg2+, 0.5 ± 0.05; n = 13; percent change in mean: −72%; P = 0.0089, Wilcoxon sign-rank test), the cell’s refractory period decreased (Fig. 7E; control, 6.5 ± 0.5 ms; Mg2+, 4.9 ± 0.2 ms; n = 13; percent change in mean: 25%; P = 0.0263, Wilcoxon sign-ranked test), and the time constant of the ISI distribution decreased significantly (Fig. 7F; control, 10.2 ± 0.3 ms; Mg2+, 5.7 ± 1.0 ms; n = 13; percent change in mean: 43%; P = 0.0258, Wilcoxon sign-rank test).

The effects of UCL and Mg2+ were smaller in magnitude than the effects of BAPTA, and this could be because of the fact that the ejection only affected part of the large apical dendritic tree of ELL pyramidal cells as previously observed (Bastian 1993). We also ejected the selective NMDA antagonist APV, which had a qualitatively similar effect to that of magnesium but much weaker (n = 3, data not shown). This is perhaps because APV, being a large molecule, will not diffuse as far as the smaller Mg2+ ion and thus will not block as large a portion of the cell’s apical dendritic tree. Nevertheless, these results strongly suggest that NMDA current provide intracellular Ca2+ in vivo, which activate dendritic SK1 channels, giving rise to an AHP that counteracts the DAP under baseline conditions in vivo.
Modeling the effects of dendritic SK channels on burst firing

To study how disruption of intracellular Ca\textsuperscript{2+} by BAPTA reduces information transmission by pyramidal cells, we used two mathematical models of an ELL pyramidal cell. The first model is multicompartamental and possesses a realistic dendritic geometry (Doiron et al. 2001b). The second consists of a two-dimensional reduction of the first one in which the dendritic tree is “collapsed” to a single compartment. This minimal model has been shown to reproduce the intrinsic pyramidal cell bursting observed in vitro (Doiron et al. 2002). We added both synaptic input and SK currents to the dendritic compartments of both models, with the synaptic current providing a source of Ca\textsuperscript{2+} to the dendrite, thereby activating dendritic SK channels as detailed in METHODS.

With the synaptic conductance \( g_{\text{syn}} = 0 \), the large compartmental model produced bursting similar to that seen in vitro that terminated with dendritic failures (Doiron et al. 2001b, 2002) (Fig. 8A). Adding the synaptic input (\( g_{\text{max}} = 6 \times 10^{-5} \mu \text{S} \)) has drastic effects on bursting dynamics: the dendritic failures and associated changes in spike height disappeared producing a strong resemblance to in vivo bursting (Fig. 8B). We attempted to reproduce the effects of BAPTA in our model: because Ca\textsuperscript{2+} absorption by BAPTA slows down accumulation of intracellular free Ca\textsuperscript{2+}, we modeled the effect of BAPTA as a decrease in fraction of free Ca\textsuperscript{2+} (\( f_{\text{Ca}} \)). We found that decreasing \( f_{\text{Ca}} \) induced bursts riding on depolarizations that were terminated with dendritic failures (Fig. 8C), similarly to what has been observed experimentally.

To better understand these results, we added NMDA and SK currents to the reduced two-compartmental model. Without the NMDA current (\( g_{\text{nmda}} = 0 \)), the model produces bursting similar to that seen in the large compartmental model (cf. Fig. 8, D and A). Addition of the NMDA current (\( g_{\text{nmda}} = 20 \text{mS/cm}^2 \)) had similar effects to those seen in the large compartmental model (cf. Fig. 8, E and B). Decreasing the fraction of free Ca\textsuperscript{2+} (\( f_{\text{Ca}} \)) had a similar effect to that seen in the large compartmental model in that it produced bursts that were terminated by a dendritic failure (cf. Fig. 8, F and C). Further study in our model showed the mechanism by which SK channels lead to early termination of the burst. We plotted the intracellular calcium concentration [Ca] and the SK current \( I_{\text{SK}} \) under all three conditions. Of course, setting \( g_{\text{nmda}} = 0 \) causes no calcium accumulation during spiking (Fig. 8G). Setting \( g_{\text{nmda}} = 20 \text{mS/cm}^2 \) and \( f_{\text{Ca}} = 0.003/\text{ms} \) causes rapid accumulation of calcium during repetitive spiking (Fig. 8H). Note that the cumulative increase in the SK current is not caused by the SK conductance because it saturates well before 10 \( \mu \text{M} \) with our parameter values. Instead, these are caused by the battery term \( (V - V_L) \) and the growing DAP throughout the burst (Lemon and Turner 2000). Finally, setting \( g_{\text{nmda}} = 20 \text{mS/cm}^2 \) and \( f_{\text{Ca}} = 0.008/\text{ms} \) causes a slower accumulation of calcium during repetitive spiking (Fig. 8I). These changes in the accumulation of intracellular calcium during spiking have important consequences for the SK current. Of course, we have \( I_{\text{SK}} = 0 \) when \( g_{\text{nmda}} = 0 \) (Fig. 8J). However, setting \( g_{\text{nmda}} = 20 \text{mS/cm}^2 \) and \( f_{\text{Ca}} = 0.003/\text{ms} \) causes a rapid cumulative activation of the SK current during repetitive firing (Fig. 8K), which causes a growing AHP and leads to an early burst termination. During the silent phase, the Ca\textsuperscript{2+} concentration slowly decreases until the next period of spiking activity is
initiated. Setting $f_{\text{Ca}} = 0.008/\text{ms}$ slows down the accumulation of calcium during repetitive firing (Fig. 8I), which slows down the cumulative activation of $I_{\text{SK}}$ (Fig. 8L), which leads to a slower growth of the AHP. This slower growth is not sufficient to counteract the DAP growth during the burst and the burst thus terminates with a dendritic failure.

We quantified the changes in spiking activity in the reduced model under simulated control, BAPTA, and UCL (mimicking the effects of blocking SK channels) conditions using measures similar to those used in the experimental data. Overall, the model under simulated BAPTA and UCL conditions had a lower refractory period (Fig. 9A), a higher burst fraction (Fig. 9B), a shorter ISI histogram time constant (Fig. 9C), a larger number of spikes per burst (Fig. 9D), a smaller AHP size (Fig. 9E), and a larger burst depolarization (Fig. 9F).

Our models thus propose a mechanism by which BAPTA modulates burst firing in ELL pyramidal cells: BAPTA binds intracellular calcium and thus the intracellular calcium concentration does not increase as fast during repetitive firing, thereby preventing early termination of the burst by the AHP. Therefore the SK current does not increase enough during the burst to prevent DAP from coming back to the soma, and the burst terminates with a dendritic failure (Fig. 8, C and F).

Reduced model reproduces the decrease in information transmission seen experimentally with BAPTA and UCL

We added the same RAM stimuli as we used in experiments as a current injection to the somatic compartment of the reduced two-compartmental model to mimic the input from electroreceptor afferents as a result of global stimulation. Similar to the in vivo recordings data (Fig. 5), decreasing $f_{\text{Ca}}$ in the model decreased both the spike-triggered average amplitude (Fig. 10A) and the mutual information rate $MI$ (Fig. 10B) similarly to what has been observed experimentally. We also mimicked blockade of SK channels by UCL in the model and found results similar to those obtained under simulated BAPTA conditions (Fig. 10, A and B). These results confirm that it is the cell’s intrinsic dynamics that interfere with information transmission.

**DISCUSSION**

We studied the characteristics of burst firing in ELL pyramidal cells in vivo and found significant differences with burst firing properties found in vitro. Specifically, we found that, in vivo, most cells showed refractory periods that were quite large (5–12 ms) and did not show burst doublets or dendritic failures that are characteristic of burst firing in vitro. We found that the calcium chelator BAPTA had a significant effect on firing activity: BAPTA induced burst firing in vivo that had similar characteristics to the burst firing seen in vitro and strongly interfered with the cell’s ability to encode a time varying stimulus. BAPTA increased both the membrane time constant and input resistance of ELL pyramidal cells and also caused a slight hyperpolarization in the membrane potential. Further analysis showed that it was because the bursting dynamics had a characteristic structure that was not modulated by the addition of the stimulus.

We also studied the causes for the differences between burst firing in vivo and in vitro. We found that UCL, an SK channel antagonist, and magnesium, an NMDA channel blocker, both induced firing patterns that were similar to that seen with BAPTA. Therefore we concluded that it was Ca$^{2+}$ entering the
cell via dendritic NMDA receptors that activated dendritic SK1 channels. Both a detailed multicompartmental model and a two-compartment model of burst firing in vitro incorporating both dendritic synaptic input and SK conductances could reproduce the effects of BAPTA on both burst firing and encoding of time varying stimuli. The similarities between the detailed compartmental and reduced models suggest that the precise details of the dendritic tree structure are not important for the effect. Our results are thus likely applicable to other neurons with a dendritic structure different from that of ELL pyramidal cells. Detailed analysis of the reduced model showed that accumulation of Ca$^{2+}$ during repetitive firing would lead to early termination of the burst by cumulative activation of the SK current, which leads to AHP growth under control conditions and further supports the evidence that it is the cell’s intrinsic dynamics that interfere with the cell’s ability to encode a time-varying stimulus.

Our results showed that in vivo conditions can have a significant effect on intrinsic bursting dynamics that are observed in vitro. Previous reports have found that the high-conductance state of neurons in vivo can have a significant influence on the processing of synaptic input and intrinsic burst dynamics in thalamic relay neurons (Destexhe and Paré 1999; Wolfart et al. 2005). However, it was the synaptic noise that was responsible for the observed changes. Here, we found that activation of SK channels was responsible for the altered burst dynamics. Our results have shown that these burst dynamics made pyramidal cells less responsive to a time-varying sensory input. However, in vitro studies have shown that ELL pyramidal cells responded strongly to current injection mimicking sensory stimulation in vivo (Ellis et al. 2007a; Mehaffey et al. 2008a; Oswald et al. 2004). In fact, recent studies have shown that in vitro bursting could encode the low-frequency components of a time varying current input with the doublet interval coding for stimulus intensity and slope (Doiron et al. 2007; Ellis et al. 2007a; Mehaffey et al. 2008a; Oswald et al. 2007). Our results showed that these mechanisms do not seem to be present in vivo because there was no significant correlation between the input and the cell’s spike train after BAPTA treatment. A potential explanation for this discrepancy is that the voltage deflections caused by synaptic current would be smaller in vivo because of the high conductance state of the neuron and would thus have a smaller influence on the firing pattern overall. Moreover, synaptic input that is not correlated with the stimulus would act as noise, thereby reducing the response seen in vivo. Another explanation is that incoming sensory input arrives in the basilar dendrites of E-cells and inhibitory
interneurons (Maler 1979), whereas all the experiments done in vitro rely on current injection in the soma (Oswald et al. 2004). Further studies expanding on this one are necessary to understand the differences between the firing properties of ELL pyramidal cells in vitro and in vivo.

We found that BAPTA had significant effects on the passive properties of ELL pyramidal cells in vivo. Both the input resistance and membrane time constants of ELL pyramidal cells in vivo are ~50% of the values observed in vitro, respectively (Berman and Maler 1998b), which is consistent with the high-conductance state of neurons in vivo. BAPTA treatment increased both of these quantities, which is consistent with BAPTA effectively reducing the Ca\(^{2+}\) entering the cell via NMDA receptors and thereby reducing the activation of dendritic and somatic SK channels. BAPTA also caused a slight hyperpolarization in the resting membrane potential, which is also consistent with it reducing the Ca\(^{2+}\) current entering via NMDA receptors. BAPTA also caused the bursts to ride on top of large depolarizations, which we assume to be DAP mediated.

We showed a novel function for SK channels: namely the gating of information transmission through the early termination of an intrinsic bursting mechanism that is observed in
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**FIG. 9.** Changing the calcium time constant in the model induces changes in the firing properties that are similar to those seen with BAPTA in vivo. A: the refractory period is less under simulated BAPTA and UCL conditions. B: the burst fraction is greater under simulated BAPTA and UCL conditions. C: the time constant is less under BAPTA and UCL conditions. D: the AHP is less under simulated BAPTA and UCL conditions. E: the number of spikes per burst is greater under simulated BAPTA and UCL conditions. F: the depolarization during the burst is greater under simulated BAPTA and UCL conditions.
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**FIG. 10.** The model shows a weaker response to noise current injection when we increase $f_{Ca}$ from 0.003 (control) to 0.008/ms (BAPTA) and decrease $g_{SK}$ from 7 to 4 mS/cm\(^2\) (UCL). A: spike triggered averages under simulated control (gray), BAPTA (black), and UCL (dashed) conditions. B: the mutual information rate is greater under simulated control conditions than for either simulated BAPTA or UCL conditions.
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SK channels are ubiquitous throughout the CNS and have been shown to be implicated in regulating neural firing patterns such as burst termination (Swensen and Bean 2003) and adaptation to transient stimuli (Sah and Faber 2002), as reviewed recently (Bond et al. 2005). The distribution of SK channels in the ELL has been recently determined (Ellis et al. 2008). Moreover, a recent study has shown that somatic SK2 channels mediate adaptation and reduce the tuning of E-type ELL pyramidial cells to low frequencies (Ellis et al. 2007b) as predicted from theoretical studies (Benda and Herz 2003). Our results showed that dendritic SK1 channels play a large role in regulating ELL pyramidial cell burst dynamics and information processing in vivo because the effect of BAPTA was qualitatively similar in E- and I-cells.

An important question pertains to the actual source of calcium for dendritic SK1 channels. Although previous studies have found no evidence for voltage-gated calcium channels in ELL pyramidial cells, these same studies have found evidence for the presence of NMDA receptors (Berman and Maler 1998a,b,c). These electrophysiological studies are supported by immunohistochemistry studies showing that NMDA receptors are located within dendritic spines on the pyramidial cell dendrites (Berman et al. 2001). SK channels have recently been cloned for *Apteronotus leptorhynchus*, and it was found that only the SK1 and SK2 subunits are located within the ELL (Ellis et al. 2007b, 2008). Although SK2 channels are located exclusively on the somata of E-cells, SK1 channels are located on the apical dendrites of both E- and I-cells (Ellis et al. 2008). It is thus very likely that the source of calcium that activates SK1 channels comes from NMDA receptors as has been proposed before (Faber et al. 2005; Ngo-Anh et al. 2005). Our results using Mg2+ and APV strongly suggest that calcium entering via NMDA receptors activates SK1 channels in ELL pyramidial cells but do not preclude other mechanisms such as release of calcium from intracellular calcium stores involving Ryanodine and IP3 receptors (Berman et al. 1995; Zupanc et al. 1992). Further studies are necessary to determine the source of calcium activating the SK1 channels and are beyond the scope of this study.

We showed that burst firing in vivo under baseline conditions was quite different from under in vitro conditions. The following questions arise: is in vitro burst firing merely an artifact of the low-conductance and quiescent state of ELL pyramidial cells in vitro or can it serve a function in vivo? Our results suggest the latter because we were able to observe in vitro–like burst firing in vivo. In fact, because the absolute refractory period of deep pyramidial cells is less than that of superficial pyramidial cells, the former are thus more likely to show in vitro–like bursting in vivo, and dendritic failures can sometimes be observed in pyramidial cells with high firing rates (>28 Hz) under sensory stimulation (Oswald et al. 2004). We hypothesize that in vitro–like bursts would be observed in superficial pyramidial cells under conditions in which the SK1 channels are downregulated. It is possible that this action could be caused by neuromodulators. The effects of neuromodulators in the ELL have just begun to be studied (Ellis et al. 2007a), and recent studies have suggested that acetylcholine might downregulate the AHP in ELL pyramidial cells (Meheffy et al. 2008a). However, the behavioral conditions that activate cholinergic receptors in the ELL are currently unknown, and further studies are needed.

Another important question pertains to a putative function for in vitro–like burst firing. Our results showed that BAPTA almost abolished the response to local prey-like stimulation, strongly speaking against the hypothesis that in vitro–like bursts being used during prey detection in weakly electric fish as has been previously suggested (Oswald et al. 2004). This function is more likely to be performed by in vivo bursting because it was shown that this bursting was more present under prey-like stimulation than communication-like stimulation (Chacron and Bastian 2008). However, our results do not necessarily preclude that in vitro–like bursting could be used to detect other behaviorally relevant stimuli. Previous studies have shown that these bursts have the same all-or-none property as single action potentials, namely excitability (Laing et al. 2003): this property of in vitro bursting implies that its time course is largely independent of the stimulus once it has been initiated. This suggests that in vitro–like bursts may be better suited at detecting features in the animal’s environment, preferably strong transient stimuli such as communication calls from conspecifics (Zakon et al. 2002), but further studies are needed to ascertain this fact. We note that previous studies have proposed and shown feature detection by bursts (Chacron et al. 2001b, 2004; Gabbiani et al. 1996; Kepecs and Lisman 2003; Kepecs et al. 2002; Lesica and Stanley 2004). However, our results suggest that some bursts would be used for feature detection, whereas other bursts may be used for stimulus estimation.

Finally, our results are consistent with a growing body of evidence for dendritic computation. It has been previously proposed that dendrites perform important computations such as filtering synaptic input or coincidence detection (Hausser and Mel 2003; London and Hausser 2005). Our results add to these in showing that dendrites have the ability to gate information transmission in sensory neurons in vivo. Gating of information transmission has been observed in the thalamus, where cortical feedback can modulate a relay neuron’s intrinsic burst firing related to the animal’s state of vigilance (Llinas and Steriade 2006; Sherman and Guillery 2002). However, bursts of action potentials have also been observed from in vivo recordings from thalamic relay neurons under awake conditions, where they encode the low-frequency components of visual input (Lesica and Stanley 2004). Previous studies have shown that SK channels can also oppose burst firing in nigral dopamine neurons, thereby regulating the time course of dopamine release (Gonon 1988; Johnson and Wu 2004; Ping and Shepard 1996). The omnipresence of intrinsic burst mechanisms, SK channels, and NMDA receptors throughout the CNS make it very likely that a mechanism similar to the one shown here is present in other systems and might explain the decreased burst firing observed in vivo in some systems (Steriade 2001).
SK CHANNELS GATE INFORMATION PROCESSING


