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Zhou Y, Colburn HS. A modeling study of the effects of membrane afterhyperpolarization on spike interval statistics and on ILD encoding in the lateral superior olive. J Neurophysiol 103: 2355–2371, 2010. First published January 27, 2010; doi:10.1152/jn.00385.2009. The lateral superior olive (LSO) is the first nucleus in the ascending auditory pathway that encodes acoustic level information from both ears, the interaural level difference (ILD). This sensitivity is believed to result from the relative strengths of ipsilateral excitation and contralateral inhibition. The study reported here simulated sound-evoked responses of LSO chopper units with a focus on the role of the heterogeneity in membrane afterhyperpolarization (AHP) channels on spike interval statistics and on ILD encoding. A relatively simplified cell model was used so that the effects of interest could be isolated. Specifically, the amplitude and time constant of the AHP conductance within a leaky integrate-and-fire (LIF) cell model were studied. This extends the work of others who used a more physiologically detailed model. Results show that differences in these two parameters lead to both the distinctive chopper response patterns and to the level-dependent interval statistics as observed in vivo. In general, diverse AHP characteristics enable an enhanced contrast across population responses with respect to rate gain and temporal correlations. This membrane heterogeneity provides an internal, cell-specific dimension for the neural representation of stimulus information, allowing sensitivity to ILDs of dynamic stimuli.

INTRODUCTION

Active membranes play an important role in transforming external stimuli into neural spiking activity for sensory systems (Hille 2001). In studying the spike generation machinery, it is often assumed that membranes, including associated voltage-dependent ionic channels, reset after an action potential. This assumed “renewable” spike generation, however, is inconsistent with the observed negative correlation between successive spike intervals in many neurons (Chacron et al. 2001; Goldberg et al. 1964; Lowen and Teich 1992; Troy and Lee 1994; Tsuchitani and Johnson 1985). These observations suggest that the membrane may not be fully renewed after an action potential; as explored here, membrane afterhyperpolarization (AHP) carries “memories” of previous discharges. Theoretical studies argue that such a nonrenewal process could give rise to fractal behaviors of spike counts (Lowen and Teich 1992) and enhance signal transmission by shaping the noise spectrum (Chacron et al. 2001, 2004).

The lateral superior olive (LSO) in the mammalian brain stem (Tsuchitani and Johnson 1985) is one of the sensory nuclei that most clearly show sequential dependence of spike intervals. In general, LSO neurons extract the sound location cue, the interaural level difference (ILD), by combining inhibitory activity from the contralateral ear with excitatory activity from the ipsilateral ear (Boudreau and Tsuchitani 1968; Caird and Klinke 1983; Goldberg and Brown 1969; Sanes and Rubel 1988; Tollin and Yin 2002). Despite a general uniformity in the sigmoid shape of rate-ILD tuning curves, LSO neurons exhibit different thresholds and different ongoing dynamics in responses to variations of the ILD of a sound source (Park et al. 1997; Tsuchitani 1988). Previous modeling studies (Colburn and Moss 1981; Reed and Blum 1990) have simulated ILD tuning based on the difference in level-dependent activity of excitatory and inhibitory afferents to the LSO with an emphasis on input rates and overall response rates. In these studies, the temporal discharge patterns were not explored in detail, and the assumption made in simulations was that LSO neurons share identical membrane properties. An important exception is the work of Johnson and colleagues (Johnson et al. 1986; Zacksenhouse et al. 1995, 1998), who addressed these temporal and sequential properties of neural discharges with explicit models of the statistical and physiological properties of LSO cells, as we describe below.

The typical modeling assumption that LSO membranes are identical from cell to cell is challenged by physiological studies of ionic channel properties in the LSO (Adam et al. 1999; Barnes-Davies et al. 2004). Notably, Barnes-Davies et al. (2004) show that the expression of potassium channels of the Kv family follows a tonotopic gradient of distributions along the medial-lateral axis in the LSO of young rat, suggesting that membrane excitability of LSO neurons may be differentially modulated by the activity of ionic channels. Similar findings have been reported in other auditory brain stem nuclei, such as medial nucleus of the trapezoid body of rat (Brew and Forsythe 2005) and nucleus magnocellularis and nucleus laminaris of chicken (Fukui and Ohmori 2004; Kuba et al. 2005).

LSO neurons also differ in functional terms. Tsuchitani and colleagues (Tsuvichitani 1982; Tsuchitani and Johnson 1985) showed that temporal patterns of LSO responses are complex and vary from cell to cell. Specifically, in response to ipsilateral tonal stimuli in cat, they observed different onset-response patterns (which are used to classify neurons into fast and slow choppers), different statistics of interspike intervals (ISIs), and variable serial correlations between adjacent intervals. In vitro studies have provided evidence supporting to some extent the heterogeneous onset patterns among LSO neurons. When stimulated with constant step currents, the putative principal LSO neurons respond with either single or repetitive firing patterns (Adam et al. 1999, 2001; Barnes-Davies et al. 2004; Sanes 1990). These in vitro findings stressed that the nonlinear membrane characteristics may give rise to such in vivo like
chopping patterns, in contrast to the linear synaptic integration mechanism proposed for the chopper neurons in the ventral cochlear nucleus (Banks and Sachs 1991). However, LSO chopper neurons do seem to discharge less frequently in vitro than in vivo. One putative explanation is that “input noise,” which is naturally present in synaptic inputs, is absent in the current-clamp experiment. One recent study in chick brain stem found that that noisy depolarization evokes more repetitive discharges than constant step currents (Kuznetsova et al. 2008). Similar approaches have not been applied in in vitro studies of LSO neurons.

The temporal structure of LSO firing patterns, including both onset chopping behavior and sequential dependence of spike intervals, was explored theoretically in a series of papers from the Johnson group, as noted above. They developed a general point process description to characterize the sequential dependence of spike intervals and applied these methods to LSO neurons (Johnson et al. 1986; Zackenhouse et al. 1995). This group also developed a detailed, biophysical model of an LSO neuron (Zackenhouse et al. 1998) that included Hodgkin-Huxley channel descriptions. Particularly relevant for this study, they postulated a calcium-based potassium channel that led to AHP behavior. The calcium concentration was explicitly modeled, and the relation of the density of the potassium channels (corresponding to the amplitude of the equivalent AHP channel) to the predicted neural properties was explored. The present study differs in two fundamental ways: the cell model is much simpler and both the temporal dynamics and the amplitude of the AHP channel were varied. Our goal was to evaluate the effects of the AHP channel parameters in the context of a simple cell model to make the AHP effects easier to understand.

The present work used a general integrate-and-fire model with a first-order AHP channel to simulate sound-driven responses of LSO neurons. The conductance-based adaptation channel simulates the potassium channel activity that causes AHP. This model and its variants have been widely used to study the adaptive nature of neuronal firing rate (Kernell 1968; Naud et al. 2008; Salinas and Sejnowski 2000; Wehmeier et al. 1998). Our simulations focused on differentiating the contributions of intrinsic membrane properties from those of synaptic inputs with respect to response interval statistics and neural coding of ILDs. Our results show that the diverse interval statistics seen in the LSO (Tsuchitani 1982; Tsuchitani and Johnson 1985). Model parameters are listed in Table 1. It needs to be emphasized that, for simple spiking models like the one used in this study, model parameters were evaluated based on the model discharge statistics. Because the spiking activity of a model cell is determined by the relationship between the spike threshold and the effective input strength, all model parameters were chosen relative to an arbitrarily assumed spike threshold.

Current and synaptic stimuli

Previous studies have shown that LSO cells receive ipsilateral excitation from the anteroventral cochlear nucleus (AVCN) and contralateral inhibition from the medial nucleus of the trapezoid body (MNTB) (Cant and Casseday 1986; Finlayson and Caspary 1989; Glendenning et al. 1985; Sanes 1990; Spangler et al. 1985). In this study, the four LSO cell models were driven either by injected stochastic currents with different strengths or by conductance-activated synaptic currents with different driven rates. Injected current inputs were used to simulate and study the discharge properties of LSO cells to ipsilateral excitatory stimuli. A model cell received a random discrete current at a sampling rate of 4,000 Hz. The amplitude of the current within each sample period

METHODS

Cell model

An LSO cell was simulated using a modified leaky integrate-and-fire (LIF) model containing a capacitance $C_{\text{m}}$, a leak conductance $G_L$, and two time-varying conductance-based channels, $G_{\text{adh}}$ and $g_{\text{AHP}}$, which produced the absolute and relative refractory periods, respectively, for a model cell. Stimulation was provided through external membrane current (for exploring the ipsilateral-alone stimulation) or through additional synaptic-conductance channels (for exploring the combined effects of ipsilateral and contralateral stimulation). The effects of the AHP parameters in $g_{\text{AHP}}(t)$ were the focus of the study. Note that the $g_{\text{AHP}}(t)$ channel simulates the state-dependent, relative refractory period caused by the activity of potassium channels, whereas the $G_{\text{adh}}$ channel simulates the absolute refractory period that is caused by the inactivation of sodium channels.

The electric circuit representation of the model and sample traces of the membrane potential in response to a step current are shown in Fig. 1, A and B. In the model, a discharge event (spike) occurred at the times $t_k$ when the membrane potential reached a fixed voltage threshold $V_\text{th}$. Immediately after the discharge time $t_k$, the membrane voltage of the model cell was clamped to its resting value ($V_{\text{rest}}$) by a shunting conductance $G_{\text{sh}}$ (hundreds of times larger than the leak conductance $G_L$) for the duration $T_{\text{adh}}$ (which simulates the absolute refractory period caused by the inactivation of sodium channels). After the time $t_{\text{adh}}$, the conductance of the adaptation channel $g_{\text{AHP}}(t)$ was increased by $G_{\text{AHP}}$ and decayed exponentially toward zero with a time constant $T_{\text{AHP}}$ (Kernell 1968), i.e., the increment in $g_{\text{AHP}}(t)$ is given by $\Delta g_{\text{AHP}} = G_{\text{AHP}} \exp[-(t - t_k - T_{\text{adh}})/T_{\text{AHP}}]$. Significant temporal summation occurred in $g_{\text{AHP}}(t)$ if $T_{\text{AHP}}$ was large relative to the spike intervals (as in Fig. 1C). To limit the number of free parameters of interest, we set the reversal potentials for both $G_{\text{adh}}$ and $g_{\text{AHP}}(t)$ channels equal to $V_{\text{rest}}$. Thus the model membrane potential during activity of the adaptation channel $g_{\text{AHP}}(t)$ ranged between $V_{\text{rest}}$ and $V_{\text{th}}$.

We studied effects of the adaptation channel parameters, $G_{\text{AHP}}$ and $T_{\text{AHP}}$, on model responses to stochastic currents and to stochastic synaptic inputs. In the synaptic case, the current source in Fig. 1A was replaced by synaptic conductance channels coupled to the inputs. Combining of the two adaptation channel parameters, in which each parameter took either a high or a low value, led to four distinct cell types. Other membrane parameters were kept fixed across the different model cells. The variable parameter values of the model membrane, specifically $G_{\text{AHP}}$ and $T_{\text{AHP}}$, were adjusted to match four example LSO neurons in responses to ipsilateral tonal stimuli (Tsuchitani and Johnson 1985). Model parameters are listed in Table 1. It needs to be emphasized that, for simple spiking models like the one used in this study, model parameters were evaluated based on the model discharge statistics. Because the spiking activity of a model cell is determined by the relationship between the spike threshold and the effective input strength, all model parameter values were chosen relative to an arbitrarily assumed spike threshold.
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(0.25 ms) was a Gaussian random variable with a mean of \( I \) and an SD of \( \sigma_t \); and both \( I \) and \( \sigma_t \) were time-invariant (i.e., the input is stationary). Simulations tested model responses to currents with different combinations of values of \( I \) and \( \sigma_t \), which greatly simplified the characteristics of afferent activity in the LSO and allowed analytical evaluations of the effects of model parameters.

Synaptic currents were used to simulate responses of LSO cells to bilateral acoustic stimuli with various ILDs. In these binaural simulation cases, discrete input events were generated according to input rate functions of nonstationary Poisson processes, which described the rates of arrivals of excitatory and inhibitory synaptic events. The acoustic stimulus simulated is a narrow-band, frozen noise with a bandwidth of 500 Hz and a center frequency of 10 kHz. With the assumption that the responses of LSO neurons are temporally locked to the envelope, not the fine structure of sound inputs (Joris and Yin 1998), the synaptic events were generated directly from the envelopes of the input stimulus in three steps. First, the envelope of the narrow-band noise was extracted using Hilbert transform methods in Matlab

The discharge rate, the mean \( \mu_r \) and the SD \( \sigma_r \) of ISIs, as well as the associated CV (\( \sqrt{\sigma_r} / \mu_r \)), were calculated based on discharge times \( \{ t_n \} \) and time intervals \( \{ T_n \} \) between consecutive discharges, as extracted from the simulations (cf., Fig. 1B). Furthermore, to compare with empirical measurements (Tsuchitani and Johnson 1985), we analyzed model responses in different time segments. Responses during the initial 40 ms of a stimulus were used to measure the poststimulus time histograms (PSTHs) with a binwidth 0.25 ms, as well as the mean intervals \( \{ \tau_r \} \) as a function of time with a binwidth of 2 ms, using the method described by Young et al. (1988). Responses during the sustained portion of responses (responses occurring after the 1st 40 ms of a stimulus) were assumed to be stationary and were used to compute the ISIH and the associated recovery function \( H(t) \) (i.e., the Hazard function). More specifically, the ISIH was generated by binning ISIs relative to a maximum interval \( T \) with a binwidth \( \Delta t \) (\( \Delta t = 0.2 \) ms) such that ISIH \( (i) = \frac{N_i}{N \Delta t} \), where \( i \) is the a time index in units of \( \Delta t \), \( N \) is the total number of intervals, and \( N_i \) is the number of intervals whose values are within the range \( [i \Delta t, (i + 1) \Delta t] \) for \( i = 0, 1, \ldots, K \), and \( K = \frac{T}{\Delta t} - 1 \). The recovery function \( H(t) \) was generated by normalizing ISIH \( (i) \) by the probability that no events occur
before i time units: $H(i) = \frac{N_i/N}{[N-\sum_{i=1}^{N-1}N_i/N] \Delta t} = \frac{N_i/N}{[N-\sum_{i=1}^{N-1}N_i/N] \Delta t}$. The estimations of $H(i)$ stopped when $\frac{N_i/N}{[N-\sum_{i=1}^{N-1}N_i/N] \Delta t} < 0.05$ to avoid a small-denominator effect. Note that both functions $ISIH$ and $H$ were normalized by dividing by $\Delta t$, resulting in the usual units of inverse seconds.

Because the adaptation-channel activity persisted across spike boundaries, the membrane integration time depended on previous spike activity (i.e., the discharge process was nonrenewal). A large residual conductance of the adaptation channel after $t_{\text{ref}}$, which may have resulted from a previous short interval ($T_i$), delayed the next event time causing a larger $T_{i+1}$. A preponderance of short-long or long-short pairs of intervals produced a negative serial correlation between all neighboring intervals, as observed in the empirical measurements (Tsuchitani and Johnson 1985). Because they are based on the first-order properties of intervals, the $ISIH$ and $H$ do not capture the cross-interval dependence in a nonrenewal process. To study the dependence between neighboring intervals $[(T_i, T_{i+1}), (T_2, T_3), \ldots, (T_N, T_{N+1})]$, we estimated the conditional mean of ISIs given the value of the previous interval in model responses (Rodieck et al. 1962). When plotted as a function of the size of the previous interval, this conditional mean plot provides graphical displays of the serial dependence between intervals. Furthermore, the first-order serial correlation coefficient ($p_1$) was calculated to quantify the degree of the correlation in spike intervals (Cox and Lewis 1966; Perkel et al. 1967) given that the process is stationary; specifically, $p_1$ is given by $p_1 = \frac{COV(T_i, T_{i+1})}{\text{VAR}(T)} = \left(\frac{1}{N} - \frac{1}{N-1} \sum_{i=2}^{N} TT_{i-1} - \mu^2\right) / \sigma^2$. The intervals were considered correlated if the $p_1$ value was significantly different (level of confidence 99%) than that measured for the randomly shuffled interval sequence, in which any sequential dependence in the original sequence was destroyed. Interval correlation measurements were only applied to simulations with more than four intervals per trial during the sustained portion of responses.

### Measurements of model responses to synaptic inputs

Excitatory and inhibitory synapses were driven by simulated AVCN activity at multiple stimulus sound-pressure levels (0–70 dB SPLs). The rate-level functions (i.e., parameter $C$ in Table 1) for synaptic inputs were the same for excitation and inhibition; no time-delay difference was imposed between excitatory and inhibitory inputs. To generate an ILD, the ipsilateral excitation level was held constant at 50 dB, whereas the contralateral inhibition level was varied from 0 to 50 dB, corresponding to ILDs from $-50$ to 0 dB. Negative ILD values indicate more intense acoustic signal at the ipsilateral (excitatory) ear.

The discharge rate was measured at multiple ipsilateral and ILD levels. The PSTH responses of the four model cells were generated by counting spikes in 0.2-ms time windows as a function of time and smoothing these time series using one of two alternative Gaussian filters. Each filter had a mean of zero and a SD of either 0.2 or 5 ms, depending on the analysis, and was truncated at ±3 SD with unit energy. Two sets of correlation coefficients ($r$) were measured to compare the temporal response properties among model cells: the sample correlation coefficients ($r_1$) between the input function and smoothed PSTH of a model cell and 2) between the smoothed PSTHs of two model cells to identical inputs. All correlation coefficients were collected at multiple ipsilateral sound levels and ILDs.

In all simulations with synaptic inputs, the synaptic parameters were chosen so that mean currents through single excitatory and inhibitory synapses cancelled each other at the threshold membrane potential $V_{th}$. Because $I_E$ and $I_I$ were chosen so that mean currents through single excitatory and inhibitory currents at equal acoustic levels between the ipsilateral and contralateral ears. Models yielded no response at positive ILDs (i.e., more inhibition), and thus simulations are not presented for positive ILD values.

### Analysis of model outputs with respect to model parameters

Because the statistics of model discharges link directly to underlying membrane integration dynamics, we used simplifying assumptions to derive expressions for the subthreshold membrane potential as a function of model parameters. These simplified expressions allow more intuitive understanding and comparison with simulation results. The model membrane potential following the absolute refractory period in response to a fixed current $I_{\text{stim}}$ was first described by the complete equation

$$C_m \frac{dV(t)}{dt} + G_L [V(t) - E_L] + (g_{\text{AHP}} + \Delta g_{\text{AHP}}) [V(t) - E_{\text{AHP}}] = I_{\text{stim}} (1)$$

where the time origin was reset to zero for analysis purposes and $g_{\text{AHP}}$ denoted the average accumulation of $g_{\text{AHP}}(t)$ caused by previous spikes. Because it was assumed that $E_i = E_{\text{AHP}} = V_{\text{rest}}$ in this model, $Eq. 1$ was rewritten as

<table>
<thead>
<tr>
<th>Membrane properties</th>
<th>Cell 1 (G_{AHP} \tau_{AHP})</th>
<th>Cell 2 (G_{AHP} \tau_{AHP})</th>
<th>Cell 3 (G_{AHP} \tau_{AHP})</th>
<th>Cell 4 (G_{AHP} \tau_{AHP})</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{\text{AHP}}$ (μS)</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>$\tau_{\text{AHP}}$ (ms)</td>
<td>20</td>
<td>20</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Synapses

$\tau_i = \tau_f = 1$ ms; $\tau_{\text{rise}} = 0.1$ ms; $G_{i\text{exc}} = 1.2$ nS; $G_{i\text{inh}} = 3$ nS; $E_{\text{exc}} = 0$ mV; $E_{\text{inh}} = -70$ mV; $G_{i\text{exc}} = G_{i\text{inh}} = 0$.

Parameters for input rate-level functions

<table>
<thead>
<tr>
<th>Sound level (dB)</th>
<th>C(sp/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>81</td>
</tr>
<tr>
<td>1</td>
<td>351</td>
</tr>
<tr>
<td>2</td>
<td>532</td>
</tr>
<tr>
<td>3</td>
<td>653</td>
</tr>
<tr>
<td>4</td>
<td>734</td>
</tr>
<tr>
<td>5</td>
<td>789</td>
</tr>
<tr>
<td>6</td>
<td>825</td>
</tr>
<tr>
<td>7</td>
<td>850</td>
</tr>
</tbody>
</table>
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with $v(t) = V(t) - V_{rest}$ and $G_L = G_{L'} + G_{AHP}$. Furthermore, because the membrane time constant $\tau_m$ associated with $G_L'$ was so small [\( \tau_m \) equaled $C_m/G_L$ and was <1 ms, much smaller than $\tau_{AHP}$ (5 or 20 ms)], the capacitance current was quickly dispersed; thus it was assumed that $C_m \frac{dv(t)}{dt} \approx 0$. With these considerations, the membrane potential $v(t)$ in Eq. 2 can be approximated, following Smith and Goldberg (1986); as $v(t) = \frac{I_{sim}}{G_{L'} + \Delta g_{AHP} = L_{sim}/(G_{L'} + G_{AHP}) \exp(-t/\tau_{AHP})}$. Finally, we linearly expanded $v(t)$ around $t = 0$ using Taylor series expansions of $\exp(-t)$ and $1/(1-t)$. Then, it can be shown that for $0 \leq t < \tau_{AHP}$

$$v(t) = \frac{I_{sim}}{G_{L'} + G_{AHP}} \exp(-t/\tau_{AHP}) - \frac{I_{sim}}{G_{L'} + G_{AHP}} \left( 1 + \frac{G_{AHP}}{\tau_{AHP}G_{L'} + G_{AHP}} \right) = v_0 + s_0 t$$

(3)

With the above simplifying assumptions and analysis as given in Eq. 3, the subthreshold membrane potential $v(t)$ following the absolute refractory period was approximately a linear ramping function with initial value $v_0$, where $v_0 = \frac{I_{sim}}{G_{L'} + G_{AHP}}$ and slope $s_0$, where $s_0 = \frac{dv(t)}{dt} = \frac{I_{sim}G_{AHP}}{\tau_{AHP}(G_{L'} + G_{AHP})}$. The parameters $v_0$ and $s_0$, associated as shown with the input and model parameters, were used to explain model outputs in the RESULTS sections of this paper.

RESULTS

Responses of model cells to ipsilateral excitatory inputs

EFFECTS OF AHP PARAMETERS ON THE SUBTHRESHOLD VOLTAGE TRAJECTORY. In an integrate-and-fire model, properties of the spike interval (i.e., the 1st passage time to a voltage threshold) depend on the subthreshold voltage trajectory $V(t)$, predominantly its initial value and slope (Geisler and Goldberg 1966; Troyer and Miller 1997). The change of the membrane conductance, which is introduced by the adaptation channel for AHP in our model, alters the voltage trajectory and thereby affects the spike interval. Figure 2 shows subthreshold voltage traces of model cells for different values of $G_{AHP}$ and $\tau_{AHP}$ in response to a constant depolarizing step-current $I_{stim}$ applied at time 0. The voltage resets to the resting potential after reaching the threshold ($V_{th} = -50$ mV) and the adaptation channel opens after the absolute refractory period (2 ms). In comparison to the first discharge event, which is not influenced by the adaptation conductance, the voltage trajectory during the second discharge event undergoes much longer integration time and is composed of a fast and then slow rising phase. The fast rising phase results from the quick charging of the capacitor (the effective membrane time constant is less than 1 ms) and the slow rising phase results from the slow decrease of conductance in the adaptation channel $g_{AHP}(t)$ ($\tau_{AHP}$ ranges between 5 and 20 ms). Here we focus on two properties of the $V(t)$ trajectory that are associated with adaptation channel activity, the value of $V(t)$ at the end of the fast phase and the slope of $V(t)$ during the slow phase, which are denoted as $v_0$ and $s_0$, respectively, at the end of METHODS. As shown in Fig. 2A, a longer $\tau_{AHP}$ leads to a shallower slope, whereas $v_0$ is not affected by $\tau_{AHP}$. In contrast, as shown in Fig. 2B, a larger $G_{AHP}$ reduces the size of $v_0$ and slightly lowers $s_0$. Figure 2C shows that the strength of the current $I_{stim}$ influences both the $v_0$ and $s_0$ of the $V(t)$ trajectory—a stronger current leads to a steeper slope and a larger $v_0$. Finally, note that different parameter combinations of $G_{AHP}$ and $\tau_{AHP}$ yield $V(t)$ with different trajectories during the ongoing responses for the same current input (Fig. 2D), even when the average spike intervals are similar in the two conditions as shown.

This model behavior can be understood by the linear expansion of $V(t)$ relative to $V_{rest}$: $V(t) = V(t) - V_{rest}$ when the membrane time constant $\tau_m$ is much smaller than $\tau_{AHP}$. In this case, it is shown above (Eq. 3) that $v_0 = \frac{I_{sim}}{G_{L'} + G_{AHP}}$ and

$\text{FIG. 2.}$ Subthreshold voltage trajectories to a step-current for several values of the model parameters $G_{AHP}$ and $\tau_{AHP}$. A: the value of $\tau_{AHP}$ affects the slope of the voltage trajectory ($G_{AHP} = 0.08$ $\mu$S and $I_{sim} = 1$ nA). B: the value of $G_{AHP}$ affects membrane potential $v_0$ at the end of the fast-rising phase ($\tau_{AHP} = 5$ ms and $I_{sim} = 1$ nA). C: the current strength $I_{sim}$ affects both the initial value $v_0$ and slope $s_0$ of the voltage trajectory ($G_{AHP} = 0.08$ $\mu$S and $\tau_{AHP} = 5$ ms). D: different combinations of parameter values ($G_{AHP}$ and $\tau_{AHP}$) that lead to voltage trajectories with different $v_0$ and $s_0$ but to similar interval between firings ($I_{sim} = 1$ nA).
Effects of AHP parameters on PSTHs

Physiological studies classified LSO cells into fast and slow chopper units (Tsuchitani 1982) based on their response to ipsilateral pure-tone stimuli. During the onset phase of responses, fast choppers exhibit narrower peaks separated by shorter interpeak intervals, and therefore faster chopping frequencies, relative to slow choppers. Based on the results in Fig. 2, we expected that shorter spike intervals of fast choppers are caused by a near-threshold (large) $V_0$ associated with a smaller $G_{AHP}$ and, furthermore, that different slopes of $V(t)$ associated with $\tau_{AHP}$ may lead to different adaptation rates in the onset PSTHs. To test this hypothesis, we simulated four model cells with large/small $G_{AHP}$ and long/short $\tau_{AHP}$ (model parameters in Table 1 were chosen to match model interval distributions with the neural data shown in later results).

Figure 3 shows the PSTHs (<40 ms) of four model cells (columns) to stochastic current inputs at three different strength levels (different values of $I$ are shown in the top 3 rows). The evolutions of the mean ISI $\mu_T$ in time (<20 ms) are shown at the bottom row; smaller $\mu_T$ values indicate faster chopping frequencies in PSTHs. Consistent with our hypothesis, for the same $I$ values, cells 1 and 3 (with smaller $G_{AHP}$) exhibit fast chopping patterns, whereas cells 2 and 4 (with larger $G_{AHP}$) exhibit slow chopping patterns. (Note that the vertical scale in the second panel of the bottom row is different.) Because the size of $v_0$ also increases with $I$ (cf., Eq. 3), a faster chopping frequency is seen at higher current strength as well. Furthermore, the values of $\mu_T$ increase more rapidly over time for cells 1 and 2 (with larger $\tau_{AHP}$) than cells 3 and 4 (with smaller $\tau_{AHP}$), indicating faster firing-rate adaptation. The adaptation occurs because the average membrane conductance $G_L$ increases over time because of accumulation in $g_{AHP}(t)$, so that the $v_0$ value after each spike gradually decreases from the threshold, causing a longer interval to the next event. With larger $\tau_{AHP}$ values, model $g_{AHP}(t)$ builds up more rapidly (Liu and Wang 2001). This explains faster adaptation in responses of model cells 1 and 2 than those of cells 3 and 4.

Effects of AHP parameters on interval distributions in steady state

Responses of fast and slow LSO chopper units differ not only in their initial chopping response patterns (<40 ms) but also in spike interval distributions in the steady state (>40 ms). Observed interval distributions are skewed toward short intervals for fast choppers and nearly symmetrical in shape for slow choppers (Tsuchitani and Johnson 1985). For a renewal process, the recovery or hazard function (which is determined by the interval distribution) completely describes the behavior of the event generation by depicting the conditional response probability (Johnson 1996). Figure 4 shows (left 2 columns) the ISIIs and corresponding recovery functions for the four model cells during the stationary sustained-response phase in response to stochastic current inputs with increasing strength (current levels increase from curves A to curves D). Figure 4 also shows (right column) recovery functions for two fast-chopper units (86-1F and 51-1E) and two slow-chopper units (128-1A and 42-1A) as measured from LSO data (Tsuchitani...
and Johnson 1985) in response to ipsilateral tone-burst stimuli with increasing intensity (levels increase from A to E). For both model cells and LSO chopper units, the predominance of short spike intervals increases with input current/sound level as shown in the recovery functions (and also manifested by the shifts of the centers of the ISIH distributions to shorter intervals for model cells). Consistent with the neural responses, fast choppers (model cells 1 and 3) exhibit sharp rises in recovery functions at short intervals (concave downward shapes) and skewed ISIHs, while slow choppers (model cells 2 and 4) exhibit slow rises in recovery functions at short intervals (concave upward shapes) and nearly symmetrical ISIHs, even at high-input levels. Within either the fast or slow chopper type, the ISIHs are broader for model cells with a long \( V_0 \) value of \( V(t) \) leads to a higher probability of short intervals in ISIHs, and a shallower slope of \( V(t) \) enables threshold crossing in a greater range of time and thus a broader spike interval distribution.

In the preceding results, fitting a variety of neural responses by varying only two parameters \( G_{\text{AHP}} \) and \( \tau_{\text{AHP}} \) suggests diversity in the amplitude and dynamics of membrane AHP among LSO neurons. However, an alternative explanation of the neural data may be that LSO cells may have similar membrane properties (i.e., with the same AHP characteristics), but simply receive different amounts of afferent inputs. Hypothetically, cells with weak inputs could be slow choppers and cells with strong inputs could be fast choppers. This alternative reasoning is supported by the observation that changing the current strength alone varies the chopping frequencies (Fig. 3) and shape of ISIHs (Fig. 4) and alters the voltage trajectory in ways similar to those achieved by varying \( G_{\text{AHP}} \) and \( \tau_{\text{AHP}} \) independently (Fig. 2C). The input-strength hypothesis is rejected by the dependence of serial correlation in adjacent intervals described in the next paragraphs. Specifically, it is shown below that membrane factors, not input strength, determine the response dynamics when the nonrenewal discharge patterns in the LSO are taken into account.

**Effects of AHP parameters on serial dependence of intervals in steady state**

The nonrenewal nature of spike generation in the LSO was studied with a focus on the serial dependence between intervals from responses of chopper units. Figure 5 shows the conditional mean measurements for spike intervals of the four model cells and of the four LSO chopper units (same units and stimuli as in Fig. 4) at various input levels. A negative correlation between adjacent intervals (e.g., \( T_n \) and \( T_{n+1} \)) is manifested by the negative slope in the relationship between the length of the current interval (abscissa) and the mean length of the next interval (ordinate). In the neural data, fast-chopper unit 86-1F and slow-chopper unit 128-1A show similar, strong negative serial correlations over a range of intervals at all sound levels. In contrast, only long intervals of fast-chopper unit 51-1E (upper sets of points corresponding to low sound levels) and short intervals of slow-chopper unit 42-1A (lower sets of points
correlations at long intervals in model cell 4 (when conductance intervals in model cells are caused by the residual adaptation responses. We found that serial correlations between adjacent per units. This is observed in neither neural nor model re-

Comparisons between model responses and a population of LSO neurons

Although models with different $G_{AHP}$ and $\tau_{AHP}$ produced good matches with in vivo responses of four chopper units in the LSO, one may ask how these parameter values capture the full diversity in discharge properties in the LSO. To answer this question, we compared qualitatively the model results to those of a population of LSO chopper cells (6 fast and 14 slow choppers; Tsuchitani and Johnson 1985) at different input levels. For comparison, the results of modeling simulation without the AHP channel activity (which is a LIF model) are included as well. Figure 6 shows the level dependence of discharge rate, response regularity (measured by the CV), and the serial correlation coefficient ($\rho_g$) of intervals for the four model cells (left column) and LSO population responses (right column); units were roughly categorized into fast or slow choppers by Tsuchitani and Johnson (1985). Clear segregations between responses of fast and slow choppers are seen in all three metrics. Grouping these metrics measured from model fast/slow choppers yields trends comparable to those in the neural data.

Considering discharge rates, the rate-level functions for fast choppers are steeper (high gain) than those for slow choppers (low gain) for both model cells (Fig. 6A) and LSO chopper units (Fig. 6D). Firing rates in model cells are affected directly by the shunting effect of the accumulated adaptation conductance $g_{AHP}$ (for an exponential function $g_{AHP}(t) \approx G_{AHP} \times \tau_{AHP}$): the larger the accumulation, the lower the discharge rate (Liu and Wang 2001). Therefore model cell 2 (long $\tau_{AHP}$ and large $G_{AHP}$) has the lowest discharge rates, model cell 3 (short $\tau_{AHP}$ and small $G_{AHP}$) has the highest discharge rate, and model cell 1 and model cell 4 (the same product of $G_{AHP}$ and $\tau_{AHP}$, but very different interval distributions) exhibit almost identical rate-level functions. All four model cells discharge less than the LIF model without AHP (Fig. 6A, dashed line).

Considering the CV, the discharge regularity increases with sound level (i.e., CV decreases) for fast choppers and remains relatively insensitive to sound level for slow choppers (Fig. 6, B and E). The trend in the model fast choppers is typical for LIF models (Fig. 6B, dashed line), in which the threshold-crossing is random in response to a weak input and deterministic in time (equal to the absolute refractory period) in response to a strong input. For model slow choppers, because the width ($\sigma_T$) and mean ($\mu_T$) of their ISIHs decrease with increases in the current strength at the level applied (Fig. 4), the model CV values ($CV = \sigma_T / \mu_T$) remain relatively insensitive to input level. In addition, for the same chopper type (similar $G_{AHP}$), models with a shorter $\tau_{AHP}$ (cells 3 and 4) respond more regularly (smaller CV) than those with a longer $\tau_{AHP}$ (cells 1 and 2), because the former have narrower ISIHs ($\sigma_T$) (Fig. 4, C and D).
Overall, the progressions of these three response metrics with level are consistent with those of the neural data and the data fitting was achieved solely by using different $G_{AHP}$ and $\tau_{AHP}$ values in model cells. The range of these parameter values may largely reflect the diversity of membrane properties in the LSO. Both data and model responses strongly suggest that, besides the average rate, temporal patterns of responses (the spike interval variations and correlations between adjacent intervals) also vary with sound level in ways that are different between fast and slow choppers. However, the functional significance of the metrics CV and serial correlation for the neural code is not clear. In later sections, we directly evaluated the rate and temporal coding of ipsilateral and bilateral sound level in the LSO in terms of the effects of the AHP parameters.

Effects of variability in stimulus amplitude on interval statistics

The previous results simulated LSO responses to tonal stimuli at different sound levels by varying the strength of current amplitude ($I$), while the SD of current amplitude ($\sigma_I$) was held constant in all experiments to fix the stimulus noise. However, fluctuations in afferent inputs to the LSO in response to acoustic stimuli are likely proportional to the stimulus level and affected by the afferent properties, such as numbers of synapses or the size of synaptic conductance. Here, the effects of the current fluctuation $\sigma_I$ were studied separately for a fixed $I$.

Figure 7 shows the effects of $\sigma_I$ on the discharge rate, regularity (CV), and serial correlation coefficient ($\rho_1$) of spike intervals for the four model cells to current inputs with different $\sigma_I$. In $A$ and $B$, results show that both the discharge rates and the CV values increase with $\sigma_I$ (i.e., noisy inputs cause more irregular firings), with the exception of the model cell 3 whose discharge rate is insensitive to $\sigma_I$. Furthermore, input noise is necessary for inducing the correlated neural discharges. In $C$, constant step current ($\sigma_I = 0$) elicits no correlation between successive spike intervals. The amplitude of input noise also affects interval correlation, which decreases with the increase of $\sigma_I$. Recall that the negative interval correlation results from the residual adaptation conductance $g_{AHP}$ from previous spikes; changes in $g_{AHP}$ lead to different integral potential values of $V_0$ over time (Eq. 3). As $\sigma_I$ increases, the uncertainty in $V_0$ depends less on $g_{AHP}$ and more on the noisy $I_{AHP}$, whose fluctuation is independent of discharge history. Hence, the reduced influence of $g_{AHP}$ leads to reduced serial correlations between successive intervals. The reduction in spike interval correlation is most evident in the responses of model cell 1, because a small $G_{AHP}$ amplifies the impact of $\sigma_I$ on $V_0$. Hence, the AHP channel characteristics may also affect the neural responses to noise factors in input amplitude. Similar firing-rate regulation by AHP has been observed in responses of neocortical neurons to noisy current inputs (Higgs et al. 2006).

Responses of model cells to bilateral synaptic inputs

The interaction between input strengths of excitation and inhibition has been proposed as the neuronal mechanism for the ILD sensitivity at a single-neuron level (see Irvine 1992 and Tollin 2003 for reviews). To address the question of how membrane heterogeneity contributes to neural coding of sound levels, especially ILDs, we compared responses of the four model cells to the envelope of a frozen band-pass noise for both ipsilateral alone
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**FIG. 6.** Comparisons between the discharge rates, CVs, and serial correlation coefficients ($\rho_1$) of model responses to stochastic current stimuli ($left$) and of a population of LSO chopper units to ipsilateral tone bursts ($right$). The responses of model cells with afterhyperpolarization (AHP) show similar trends with the neural data from Tsuchitani and Johnson (1985). The responses of the model cell without AHP are depicted in dash lines. $I$ ranges from 0.4 to 3.0 nA in steps of 0.2 nA ($\sigma_I$ is fixed at 0.4 nA). The significance of nonzero $\rho_1$ was accepted at a level of confidence 99%; insignificant values are marked with asterisks for the model results.

Considering the serial correlation of intervals, results show that spike interval correlation is absent in the LIF model responses (Fig. 6C, dashed line) and that the negative correlation between intervals initially becomes stronger as the stimulus level increases (negative initial slopes) for both fast and slow choppers (Fig. 6, C and F). Neighboring discharges in model responses show weak negative correlations at two extremes: 1) at very low input levels, because the $\tau_{AHP}$ value is shorter than the average spike interval ($\mu_T$) and thus AHP does not carry memory between successive spike intervals; 2) at high-input levels for fast choppers, because the $\tau_{AHP}$ value is much longer than $\mu_T$ and the amount of the decay in $g_{AHP}(t)$ is too small to affect the next interval. In models, negative correlations between neighboring intervals are strongest when the effective duration of the AHP effect (i.e., $\tau_{AHP}$) is comparable to $\mu_T$. Because model cells have different values of $\tau_{AHP}$ and $\mu_T$, the maximal correlation occurs at different input levels.
(excitation) and bilateral (excitation and inhibition) stimulation conditions. The band-pass noise was generated digitally by band-pass filtering a white noise around 10 kHz with a bandwidth of 500 Hz (as shown in Fig. 8, A and B). The envelope waveform of the filtered noise was extracted using the Hilbert Transform (as shown by the gray line in Fig. 8B) and used to describe the input-rate function (see METHODS for details). Figure 8C shows the power spectrum of the envelope waveform (512-point FFT). Because the modulation depth of the envelope of narrow-band noise is affected by the instantaneous phase interaction between fine-structure frequencies, the envelope waveform is not simply related to the bandwidth of the original waveform. The envelope extraction approximates the half-wave rectification and low-pass filtering of sound during the peripheral auditory processing.

To get an intuitive understanding of the differences over cells and stimulation conditions, we first examined the temporal profiles of responses. Figure 8, D and E, shows corresponding segments of PSTHs of four model cells to ipsilateral inputs at 50 dB (left column) and bilateral inputs with ipsilateral level of 50 dB and contralateral level of 10 dB (right column); the common ipsilateral input function is shown by the thin line in each of the two bottom panels. Model responses show chopping patterns and synchronization to the input function. For the four model cells, the overall tracking of the input differs in terms of the similarity between input and response profiles. Contralateral inhibition does not change the general trend of model responses, but does smear the temporal details and reduce the rate of the responses (resulting in less chopping) for all model cells.1

1 In other comparisons, for which the data are not shown here, we observed an increase in the variability of spike intervals when inhibition is present (E+I cases) relative to ipsilateral-only stimulation (E cases), even when the firing rates are equal. This result is consistent with empirical observations (Tsuchitani 1988) and has been observed in other neural models (Diranieh and Colburn 1994; Zackenhouse et al. 1998). In terms of the statistics computed in this study, the CV values are in general higher in response to bilateral (E+I) than to ipsilateral (E) inputs. We also observed that the serial correlation coefficient $\rho_1$ shows a more complex dependence on contralateral (I) sound level (in the E+I case) than with ipsilateral (E) sound level (in the E-alone cases) (results not shown in this report). These results suggest that the level of inhibition could further increase or decrease the dissimilarity in temporal response patterns between cells, depending on their intrinsic membrane properties.
Detailed examinations show that the membrane AHP influences the rate modulation of a response profile. In particular, model cells 1 and 4, although they have similar firing rates (seen in Fig. 9A), show different depths of modulation between adjacent peaks of PSTHs in response to identical stimuli. As shown in the previous section, the time-varying response rate (which equals the inverse of spike interval) is affected by the immediate history of spiking activities in a nonrenewal process. Because smaller intervals are followed by longer intervals in model cells with greater AHP, a greater rate modulation is observed for model cells 1 and 2 with larger \( \tau_{AHP} \). In Fig. 8, the arrows mark two instances showing similar inputs strength and yet rather different magnitudes and history of responses among model cells. These results indicate that the average rate and temporal patterns of responses may have different level dependence among model cells for both ipsilateral-only and bilateral stimulation conditions.

Quantitative measures of the simulation results are shown in Figs. 9 (ipsilateral) and 10 (bilateral). We calculated the changes in the firing rate and correlation coefficient \( r \) with ipsilateral sound level or ILDs. Two sets of correlations were made, between responses of a model cell and its input function (Figs. 9B and 10B) and between responses of a pair of model cells (Figs. 9C and 10C). The between-cell correlation measures the coincident events among LSO afferents for downstream processing. Because downstream neurons may integrate over temporal windows of different lengths, model PSTHs were convolved with a Gaussian filter with the SD of 0.2 ms (results are shown in Figs. 9 and 10, B1 and C1) or 5 ms (results are shown in Figs. 9 and 10, B2 and C2). Model cells are identified by symbol in A and B, and model cell pairs are indicated for each curve in C.

For the ipsilateral-alone input condition, as shown in Fig. 9, the discharge rate varies monotonically with ipsilateral sound level, and the AHP causes different sensitivity to level changes among model cells (different slopes in Fig. 9A), similar to the rate-level functions obtained with current stimuli (Fig. 6A). On the other hand, the temporal measures reveal different level dependence than the rate. First, the correlation values between stimuli and response (shown in B1 and B2) vary little when ipsilateral sound level increases, except for model cell 3 in B1. Because input functions are perfectly correlated at all ipsilateral levels (i.e., scaling does not change correlation), the data indicate that the instantaneous rate modulations of model responses vary in accord with that of the input at all ipsilateral sound levels. This level-invariant property is attributed to the
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**Fig. 9.** The discharge rate and temporal response measures of model cells in response to ipsilateral synaptic inputs. The ipsilateral level ranges from 0 to 70 dB SPL. Model cells are marked by symbols as follows: cell 1 (○), cell 2 (□), cell 3 (△), and cell 4 (●). A: the discharge rate increases with the increase in contralateral levels. (The ipsilateral-alone, 50-dB condition is shown on the left of this panel). B: the correlation coefficients between the smoothed PSTHs of model response and the ipsilateral input rate function at each level \( (P < 10^{-3}) \). C: the correlation coefficients between the smoothed PSTHs of different pairs of model cells at each level. The model pair being compared is indicated for each curve. (For a contra level of 10 dB, the correlation values in B and C are computed by correlating the thin-lined functions in the right column of Fig. 8 with the thin-line function in the bottom panels or with the other thick-line functions, as described for similar cases in Fig. 9.) The bin size of the input function is 0.2 ms, and the SD of the Gaussian smoothing window is 0.2 ms in B1 and C1 and 5 ms in B2 and C2.

**Fig. 10.** The discharge rate and temporal response properties of model cells to bilateral synaptic inputs. The ipsilateral level is held at 50 dB and the contralateral level ranges from 0 to 50 dB. Model cells are marked by symbols as follows: cell 1 (○), cell 2 (□), cell 3 (△), and cell 4 (●). A: the discharge rate decreases with the increase in contralateral levels. (The ipsilateral-alone, 50-dB condition is shown on the left of this panel). B: the correlation coefficients between the smoothed PSTHs of model response and the ipsilateral input rate function at each level \( (P < 10^{-3}) \). C: the correlation coefficients between the smoothed PSTHs of different pairs of model cells at each level. The model pair being compared is again identified for each curve. (For a contra level of 10 dB, the correlation values in B and C are computed by correlating the thin-lined functions in the right column of Fig. 8 with the thin-line function in the bottom panels or with the other thick-line functions, as described for similar cases in Fig. 9.) The bin size of the input function is 0.2 ms, and the SD of the Gaussian smoothing window is 0.2 ms in B1 and C1 and 5 ms in B2 and C2.
accumulation of the AHP conductance in a model cell, which elevates the threshold of firings as sound level increases, avoiding saturation effects. Consequently, a model cell is able to maintain its dynamic range of responses. As an exception, model cell 3, with the least AHP accumulation (which is proportional to the product of $G_{AHP}$ and $\tau_{AHP}$), shows a slight decrease in correlation $r$ with level because of its tonic firings and thus dissimilar temporal patterns with input at higher sound levels when the temporal integration window is short.

Second, the between-cell correlation measurements show that similar discharge rates do not predict similar PSTH patterns (6 comparison-pairs are indicated on the right margin of $C1$ and $C2$). For example, the responses of model cells 1 and 4 have identical rates but rather different temporal correlations at two different integration resolutions across multiple sound levels (with $r < 0.8$). Based on the ranking of the value $r$, model cells 2 and 3 (with different $\tau_{AHP}$) have the lowest correlation value among all pairs; model cells 1 and 2 (with same large $\tau_{AHP}$) and model cells 3 and 4 (with same small $\tau_{AHP}$) have the highest correlation value for the short and long temporal integration window, respectively. These results suggest that the time scale of membrane adaptation determines the similarity in temporal response profiles of different neurons. As observed for input-output functions in $B1$ and $B2$, the between-cell correlation remains insensitive to the change of ipsilateral sound level, suggesting level-invariant dissimilarity among model responses, except those with model cell 3 (least AHP accumulation) when the Gaussian filter is short ($C1$), where the $r$ values decrease with the ipsilateral level. Moreover, the between-cell correlation increases in results using a longer temporal filter (cf., $C1$ and $C2$), suggesting that model PSTHs differ in their fast dynamics.

Results for the bilateral stimulation conditions are shown in Fig. 10. Model cells receive ipsilateral excitatory inputs at 50 dB and contralateral inhibitory inputs with levels from 0 to 50 dB; accordingly, the ILD varies from $-50$ to 0 dB. If inhibition merely decreased the response amplitude, one would expect that when contralateral levels increases, rate response properties would progress opposite to those in Fig. 9. This prediction is seen in the rate-level responses (Fig. 10A)—increasing the contralateral sound level decreases the discharge rates with varying slopes as also seen in the LSO (Boudreau and Tsuchitani 1968). Consequently, model cells respond with different slopes to inhibition levels (i.e., ILDs), because of their different AHP properties. Similar to results in Fig. 9, $B1$ and $B2$, temporal correlations between responses and the stimulus remain nearly unchanged with increases in the contralateral level (Fig. 10, $B1$ and $B2$), suggesting that inhibition scales, but does not alter, the temporal modulation of model responses. In contrast, despite similar rankings as those in Fig. 9, the between-cell correlations are not level-invariant, especially for those related to model cell 3 with less AHP (dashed lines in Fig. 10, $C1$ and $C2$), suggesting that the AHP activity is crucial for the between-cell dissimilarity when stimulated binaurally. Together, results in both ipsilateral and bilateral stimulation conditions indicate that the membrane AHP may contribute to the encoding of the slopes of rate-level and rate-ILD responses, increase (or decrease) the between-cell similarity in temporal response patterns to identical stimuli, and maintain such similarity (or dissimilarity) at variable ipsilateral and/or ILD level.

### Balanced excitation and inhibition for “characteristic” ILDs

In this model, membrane AHP affects greatly the slope of a rate-ILD function, but not the threshold of the rate-ILD function, because AHP requires spiking activity. This threshold is referred to as the “characteristic” ILD of an LSO cell, at which a contralateral (inhibitory) input just shuts off responses to an ipsilateral (excitatory) input. Park et al. (1997) found that characteristic ILDs are independent of the excitatory stimulus level in the LSO but not the ILDs associated with the 50% response rate. Although responses at the threshold and slope of a tuning curve both provide information about stimuli (Seung and Sompolinsky 1993; Tollin et al. 2008), the level-invariant feature associated with characteristic ILD is more desirable for encoding ILDs when the overall sound level is not static.

As discussed in METHODS, characteristic ILD is achieved in our models by using the same input-rate level function for ipsilateral excitation ($E$) and contralateral inhibition ($I$), i.e., $r_I(L) = r(L)$ and by adjusting excitatory and inhibitory synaptic strengths to yield zero net input strength at zero-decibel ILD, which is chosen for convenience to be the characteristic ILD for all model cells. (More general neural conditions are discussed in the following paragraph.) Figure 11 shows the discharge rate as a function of contralateral level (left) and the normalized rate as a function of ILD (right) for model cell 1 when the ipsilateral level is fixed for three different levels. The discharge rates at 0 ILD (which occur at different contralateral $I$ levels when the ipsilateral $E$ level varies) are insensitive to the $E$ level. The discharge rates at negative ILDs decrease with increases in the $E$ level because of the saturation of $E$ inputs, which reduce the difference between $E$ and $I$ input rates. As a result, a given normalized response shifts to more negative ILDs as the $E$ level increases. These model results are in agreement with in vivo observations (Park et al. 1997). It should also be noted that the shape of the rate-ILD curve as shown in Figs. 9A, 10A, and 11 is affected not only by the membrane properties we have focused on but also by the input rate-level function for excitation and inhibition (i.e., the $C$ values in the bottom row of Table 1). These values incorporate choices for threshold, dynamic range, and saturation level, which were arbitrarily chosen in our $C$ values. For example, the sharp increase of the rate in Fig. 11 at an ILD of $-10$ dB is caused by the abrupt rise of input-rate near the threshold of input.
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**FIG. 11.** Dependence of the discharge rate of model cell 1 on contralateral (inhibitory) level for 3 different excitation levels. A: discharge rates decrease with the increase of contralateral inhibition levels. B: same data as in A plotted with interaural level difference (ILD) as the abscissa. The characteristic ILD, where the rate 1st reaches 0 as the contralateral level increases, occurs at 0 ILD for all 3 excitation levels.
How does the population activity of LSO neurons encode different ILDs? Reed and Blum (1990) proposed that the position of near-zero responses of an array of LSO cells (with different characteristic ILDs) signals the ILD of a sound source and thereby the sound location. This hypothesis predicts a systematic distribution of characteristic ILDs in the LSO. Mechanistically, we propose that this can be achieved by simply shifting and scaling input-rate functions between excitation and inhibition as used in our model. Three generalizations of the model parameters are discussed here: 1) arbitrary characteristic ILDs, 2) unbalanced excitatory and inhibitory synapses, and 3) nonzero responses at a given characteristic ILD. First, an arbitrary characteristic ILD can be easily generated by shifting the rate-level function of E or I inputs in the model. For instance, if \( r_{E}(L) = r_{I}(L + \alpha) \) (argument in dB), complete suppression will occur at an ILD of \( \alpha \) dB, given that the synaptic configuration of the model is unchanged (i.e., unitary E and I synaptic currents are canceled at the voltage threshold, and the number of E and I synapses are equal). Second, for synaptic configurations different from those used in these models, complete suppression at a characteristic ILD can still occur with a modified relationship between rate-level functions of E and I afficients. For simplicity, one might assume that the ratio between E and I synaptic currents at the action potential threshold equals a negative constant \(-K\); the summed synaptic current can be expressed as \( I_{syn} = r_{E} + r_{I} = K \). To obtain complete suppression with an ILD of \( \alpha \) dB independent of excitation level \( L \), this case requires that \( I_{syn} = 0 \) and \( r_{E}(L) = r_{I}(L + \alpha) \). In other words, the rate-level functions for E and I inputs have to be scaled, shifted versions of each other to achieve complete suppression that is insensitive to overall excitation level. Third, a constant nonzero discharge rate can be generated at characteristic ILDs when the E and I inputs maintain a constant superthreshold value of synaptic current \( I_{syn} \) at all excitation levels. Park and colleagues have shown an example of this type of responses in bat LSO (Fig. 6C in Park et al. 1997). The required relationship is \( r_{E}(L) = r_{I}(L + \alpha) + C \), where \( C \) is an arbitrary number that produces a constant depolarizing \( I_{syn} \) at an ILD of \( \alpha \) dB.

In summary, we propose that two different factors work in complementary ways to shape the activity measured in the population of LSO neurons. These two factors are discussed here with reference to the heuristic diagram in Fig. 12. First, as shown in the top part of the figure, a systematic variation in the relative strength between ipsilateral excitation and contralateral inhibition generates a distribution of characteristic ILDs. For a given stimulus ILD, the distribution of activity over this population of neurons reflects the actual ILD, so that the distribution of activity can be used by central neural structures to estimate stimulus ILD. (The hypothetical population response to 0 ILD is depicted by a gray curve on Fig. 12A.) Second, for the LSO subpopulation with similar excitatory and inhibitory input configurations (e.g., those with same characteristic ILD equal to 0 dB explored in this study, as shown in Fig. 12B), neurons can be further categorized and separated based on their AHP-related response properties. These include different initial chopping patterns related to \( G_{AHP} \), different temporal correlations in between-cell responses related to \( \tau_{AHP} \), and different response gain to changes in ILD (i.e., ILD sensitivity) related to the product of \( G_{AHP} \) and \( \tau_{AHP} \), which is drawn as contour lines in Fig. 12B. The four model cells explored in this study situate at different positions on the \( G_{AHP} - \tau_{AHP} \) plane, which explains their distinctive behaviors.

**DISCUSSION**

This simulation study explored the effects of heterogeneous membrane properties, especially the amplitude and dynamics of AHP, on level-dependent interval statistics as observed in in vivo data (Tsuzhita and Johnson 1985) and on ILD encoding. For model cells, AHP activity modulates the gain of the rate-ILD function and the correlation of temporal response profiles. Both mechanisms enhance the dynamic range of
population responses and thus improve the neural representation of ILD information. These simulation results provide insights for assessing the contributions of input-specific and cell-specific neural mechanisms for coding ILDs in the LSO.

Shared and separated effects of different model parameters on spike interval statistics

In previous studies, membrane AHP was used to account for the firing rate adaptation of cortical neurons (Liu and Wang 2001) and correlations between spike intervals (Chacron et al. 2002; Goldberg et al. 1964; Zacksenhouse et al. 1998). Previous models have also studied effects of membrane AHP on temporal discharge properties (Smith and Goldberg 1986; Zacksenhouse et al. 1998). However, the effects of $G_{\text{AHP}}$, $\tau_{\text{AHP}}$, and input strength were not explored separately in these studies. For example, Zacksenhouse et al. (1998) effectively used low and high $G_{\text{AHP}}$ with fixed $\tau_{\text{AHP}}$ when they varied the density of calcium-dependent potassium channels ($I_{\text{K(Ca)}}$) to account for the slow- and fast-chopper response patterns in the LSO. It is clear in our simulations that all three factors (the 2 AHP parameters and the input strength) influence the chopper frequency near the response onset (Fig. 3), as well as the discharge regularity and spike interval correlation (Fig. 6), but in different ways.

Synaptic depression is also likely involved in onset rate accommodation (Abbott et al. 1997; Cook et al. 2003). Functionally, decreased synaptic strength and accumulated AHP conductance both elevate the action potential threshold and cause onset spike-rate adaptation. However, a synaptic source for the observed correlation between spike intervals requires two additional conditions: 1) synaptic depression and recovery must occur on an interval-by-interval basis and 2) all postsynaptic terminals change synchronously to give rise to a noticeable increase (or decrease) of the overall synaptic conductance. Based on current knowledge, these conditions may or may not exist in LSO cells.

The passive membrane time constant is another plausible factor that influences the spike rate and spike timing of LSO neurons. In Eq. 3, the membrane leak conductance $G_L$ and the step increase of the AHP conductance $G_{\text{AHP}}$ are interchangeable. Because the parameter $G_L$ is inversely proportional to the membrane time constant $\tau_m$, an interesting scenario is that LSO neurons may differ in $\tau_{\text{AHP}}$ and $\tau_m$, but not $G_{\text{AHP}}$. Because the initiation of the first spike does not involve $G_{\text{AHP}}(t)$, different $\tau_m$ values imply the scattered first-spike latency distribution in the LSO. However, in vivo data have reported tightly distributed first-spike latency among LSO neurons with a SD < 1 ms (Tsuchitani 1997), which is too small to account for the large difference in the mean spike interval between fast and slow choppers (Tsuchitani and Johnson 1985). In some cases, the chopper neurons can be readily differentiated based on the first spike interval but not the first spike latency (Figs. 2 and 4 in Tsuchitani and Johnson 1985). Similar tight distributions of first-spike latency have also been reported from in vitro data (Adam et al. 1999), despite twofold differences in input resistance between single-spiking and multiple-spiking LSO neurons (Barnes-Davies et al. 2004). These results suggest that the repolarization process, but not the cellular mechanisms that give rise to the precise first spike latency, differentiates fast and slow choppers in the LSO.

Stochastic process descriptions of membrane dynamics

For empirical evaluations, it is desirable to have a complete description of the stochastic process of membrane dynamics for identifying the roles of ionic channels involved. Toward this goal, we derived in the simplest terms the subthreshold voltage trajectory $v(t)$ as a function of model parameters (Eq. 3). Because of the simple structure of the model, the simulation results in this study are understood and explained with reference to the dependence of $v(t)$ on the AHP parameters $G_{\text{AHP}}$ and $\tau_{\text{AHP}}$, as well as the input current (Eq. 3). The model predictions of AHP-dependent $v(t)$ could be directly evaluated in intracellular recordings. It might be noted that the expression of $v(t)$ in Eq. 3 with a linearly ramping depolarization resembles a Wiener process with a drift (Calvin and Stevens 1965; Tuckwell 1989); the linear behavior of $v(t)$ in Eq. 3 is determined largely by the intrinsic time-varying AHP channel derived with multiple simplifying assumptions. It can be shown that the variance of $v(t)$ in Eq. 3 grows more rapidly than that in a Wiener process and that the initial value $v_0$ of $v(t)$ is a random variable that is dependent on both input and accumulative AHP activities. Because of these complications associated with AHP, the known probabilistic distribution of the first passage time of a Wiener process (i.e., the inverse Gaussian distribution) was not applied to analyze the spike intervals in our model responses. The membrane integration process with a random initial value has been explored in more mathematical details in some stochastic models (Lansky and Smith 1989).

Heterogeneity in intrinsic properties among LSO cells

Our study was motivated by the empirical observation that intrinsic membrane properties contribute to differences in firing patterns in the LSO (Adam et al. 1999; Barnes-Davies et al. 2004). The good match found here between model and LSO data (Figs. 4–6) suggests that membrane heterogeneity can be simplified into differences in the amplitude and dynamics of AHP. In attempting to relate this simple model to actual membrane characteristics in the LSO, it seems likely that the AHP-related response patterns studied here arise from activity of a number of ionic channels, including low-threshold potassium channels ($I_{\text{L,TK}}$), hyperpolarization-activated inward currents ($I_{\text{h}}$), and inwardly rectifying potassium currents ($I_{\text{Kir}}$) that have been observed in the LSO (Adam et al. 2001; Barnes-Davies et al. 2004); calcium-dependent potassium channels ($I_{\text{K(Ca)}}$) as proposed by Zacksenhouse et al. (1998); and/or sodium-activated potassium channels that have been observed in MNTB neurons (Kaczmarek et al. 2005). Because the adaptation channel in our model has only two parameters, it merely simulates the time-varying shunting effect of cationic channels (most likely the potassium channels) and not their detailed biophysical properties. Hence the values of each parameter in our model should be compared with empirical measurements in relative terms. More specifically, a large or small $G_{\text{AHP}}$ in our model implies that a large or small number of cationic channels remain open after an action potential (reflecting different channel densities); a long or short $\tau_{\text{AHP}}$ in our model implies that combined activities of cationic channels persist over a long or short period of time (reflecting different channel kinetics). These simplifications help parameterize the...
membrane integration process and may allow (at least in modeling) one to infer the functional roles of different ionic channels on spiking activity.

Barnes-Davies et al. (2004) observed that, following the tonotopic axis, the lateral limb of the LSO in rat expresses a higher density of low-threshold potassium channels \( I_{LTK} \) than the medial limb. Blocking \( I_{LTK} \) by dendrotoxin elicits multiple firings, which are presumably controlled by the high-threshold potassium channels \( I_{HTK} \). Quantitative measurements in the VCN (Rothman and Manis 2003) show that the kinetics of \( I_{LTK} \) channels are slower than those of \( I_{HTK} \) channels. Similar results are also found in the MNTB (Klug and Trussell 2006) with spike-waveform voltage-clamp recordings—the decay time constant of \( I_{LTK} \) is nearly twice of that of \( I_{HTK} \). Therefore we speculate that cells with lower characteristic frequencies (CFs) in the lateral limb may respond like model cells with a long \( \tau_{AHP} \) (model cells 1 and 2), and that cells with higher CFs in the medial limb may respond like model cells with a short \( \tau_{AHP} \) (model cells 3 and 4). Unlike the channel kinetics, experimental results have not yet shown the spatial distribution of the channel densities of \( I_{LTK} \) and \( I_{HTK} \) and its relationship with the frequency tonotopy. The combined density of these two channels might be related to the model parameter \( G_{AHP} \). Because the chopper frequency near the response onset is largely determined by the value of \( G_{AHP} \), we speculate that the gradient of the potassium channel density in the LSO is correlated with the spatial location of fast and slow chopper units. Pharmacological studies that focus on the density, characteristics, and distributions of ionic channels could provide direct evidence for the hypotheses proposed here and elucidate the role of membrane diversity in establishing a function-based neural circuitry for processing ILDs in the LSO.

Neural representation of ILDs in population responses

We propose that the relationship between excitatory and inhibitory strengths and the membrane heterogeneity in the form of AHP represent input-specific and neural-specific coding dimensions, respectively, for mapping neural representation of ILD information (Fig. 12). On the one hand, as proposed by Reed and Blum (1990) [i.e., the threshold theory], the ratio between excitatory and inhibitory input strengths can determine the threshold of ILD sensitivity, the characteristic ILD. Because AHP accumulation is absent in our model with no responses, the characteristic ILDs of model cells are independent of the AHP effects explored in this study. Our analysis suggests that different characteristic ILDs among a population, as required by the threshold theory, necessitate specific relationships between the input-level function of excitatory and inhibitory afferents for a given synaptic configuration. Upon empirical confirmation, the model of matching the input strength between ipsilateral excitation and contralateral inhibition for encoding ILDs is akin to the Jeffress model (Jeffress 1948) for encoding interaural time difference (ITD), in which matching the input timing of bilateral excitation is required. In both models, the characteristic interaural difference (ILD or ITD) of a neuron, which is associated with the zero or peak response rate, is determined by parameters of afferent inputs (i.e., timing and strength) and not by membrane characteristics.

On the other hand, the ILD information could also be contained in the nonzero portion of responses, such as responses within the slope region of a rate-ILD function. Our simulation results show that changing the AHP amplitude and dynamics (e.g., via different potassium channel activities) leads to changes in the gains of the rate responses and also in the temporal response profiles at a given ILD (Fig. 10). One hypothesis is that, for a subset of neurons receiving similar excitatory and inhibition input patterns that result in similar characteristic ILDs, the membrane heterogeneity may enhance the contrast in population responses through \( J \) different rate-gain values to the average ipsilateral sound level (and ILDs) and \( 2 \) different temporal profiles and response correlations to the changes of ipsilateral sound level (and ILDs). The transform from diversity in intrinsic membrane properties to specificities in coding of sound level (and ILD) and its variation allow LSO neurons to provide information in both rate and temporal structure for downstream signal processing.

Our simulations of the diverse spike-interval dynamics do not take into account the dynamic nature of synaptic excitability in the LSO. A recent study showed that retrograde GABA released by LSO neurons can modulate the strength of synapses onto LSO neurons themselves, changing both the gain and characteristic ILD of a rate-ILD response curve (Magnussen et al. 2008). Although both membrane and synaptic excitability affect rate-ILD response curves, membrane AHP operates on much faster time scales (on the order of a millisecond) than GABA release. Importantly, the change of the average AHP conductance in our model is controlled by immediately preceding neural discharges. Such a self-regulated process may allow rapid modulations of ongoing spike-time patterns associated with dynamic aspects of ILDs. In comparison, the relatively slow cellular processes governing synaptic strengths may play important roles in modulating the overall excitability of a neuron and thus regulating the signal-to-noise ratio in neural outputs. Functionally, the dynamic natures of synaptic and membrane excitability may directly influence neural encodings of ILD information in a complex acoustic environment. Context-dependent rate-ILD responses have been recently reported in the LSO (Park et al. 2008).

Implications for encoding temporal dynamics of sound in the LSO

Sound processing in the LSO may not be limited to coding ILDs; temporal aspects of sound (e.g., amplitude modulation) may be processed as well, similar to the roles of chopper units found in the cochlear nucleus (Frisina et al. 1990; Rhode and Greenberg 1994) and the inferior colliculus (Krishna and Semple 2000). We found that the response modulation of a model cell does not always conform to that of stimulus envelope because of the nonrenewal spike generation mechanism—the longer the time constant of an AHP channel is, the more modulated the envelopes of the response profiles are (Fig. 8). This implies that the AHP may give rise to different envelope-feature selectivity in LSO neurons in a form of modulation filter bank (Hewitt and Meddis 1994). It remains to be tested whether the diversity in membrane adaptation via AHP contributes to a general function-based tonotopy in the LSO, through which sound-envelope information of binaural stimuli is transmitted at multiple time scales along with information about sound-location information, such as ILD.
Furthermore, the nonrenewal nature of spike generation could potentially decrease the variance in a spike-time ensemble by negative correlation between neighboring spike intervals. This process reduces the amount of accumulated spike-time jitter and enhances encoding reliability at particular time points of a stimulus (cf. Fig. 8). As suggested by studies of the primary visual cortex (V1) neurons, temporally precise and nonoverlapping response profiles of nearby neurons may transmit more information and reduce the redundancy of neural encoding (Reich et al. 2001). As such, the different temporal response patterns as observed in LSO chopper units may provide statistical information about higher-order spike intervals for coding sound information at multiple timescales, a hypothesis for further study.
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