Mapping Human Somatosensory Cortex in Individual Subjects With 7T Functional MRI
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Sanchez-Panchuelo RM, Francis S, Bowtell R, Schluppeck D. Mapping human somatosensory cortex in individual subjects with 7T functional MRI. J Neurophysiol 103: 2544–2556, 2010. First published February 17, 2010; doi:10.1152/jn.01017.2009. Functional magnetic resonance imaging (fMRI) is now routinely used to map the topographic organization of human visual cortex. Mapping the detailed topography of somatosensory cortex, however, has proven to be more difficult. Here we used the increased blood-oxygen-level-dependent contrast-to-noise ratio at ultra-high field (7 Tesla) to measure the topographic representation of the digits in human somatosensory cortex at 1 mm isotropic resolution in individual subjects. A “traveling wave” paradigm was used to locate regions of cortex responding to periodic tactile stimulation of each distal phalangeal digit. Tactile stimulation was applied sequentially to each digit of the left hand from thumb to little finger (and in the reverse order). In all subjects, we found an orderly map of the digits on the posterior bank of the central sulcus (postcentral gyrus). Additionally, we measured event-related responses to brief stimuli for comparison with the topographic mapping data and related the fMRI responses to anatomical images obtained with an inversion-recovery sequence. Our results have important implications for the study of human somatosensory cortex and underscore the practical utility of ultra-high field functional imaging with 1 mm isotropic resolution for neuroscience experiments. First, topographic mapping of somatosensory cortex can be achieved in 20 min, allowing time for further experiments in the same session. Second, the maps are of sufficiently high resolution to resolve the representations of all five digits and third, the measurements are robust and can be made in an individual subject. These combined advantages will allow somatotopic fMRI to be used to measure the representation of digits in patients undergoing rehabilitation or plastic changes after peripheral nerve damage as well as tracking changes in normal subjects undergoing perceptual learning.

INTRODUCTION

High resolution measurements of the somatotopic mapping of the hand in human cerebral cortex are important for understanding disturbed sensory representations in neurological disorders (Butterworth et al. 2003) and for tracking cortical re-organization in rehabilitation following peripheral nerve damage or stroke. Precise knowledge of the spatial layout of primary somatosensory cortex (S1) is also crucial for understanding how top-down influences, such as attention, modulate sensory inputs to cortex.

Penfield was the first to map human somatosensory cortex peripheroperatively (Penfield and Boldrey 1937). With the advent of noninvasive neuroimaging techniques, such as functional magnetic resonance imaging (fMRI), these early measurements are being revisited. Several fMRI studies have investigated the cortical representation of the hand using pneumatic or piezoelectric stimuli applied to the glabrous skin of the fingertips (Duncan and Boynton 2007; Francis et al. 2000; Huang and Sereno 2007; Overduin and Servos 2008; Schweizer et al. 2008; Weibull et al. 2008). However, the spatial resolution of the cortical maps produced in most of these studies is limited by the use of large voxel sizes or normalization and averaging of results across subjects (Francis et al. 2000; Gelnar et al. 1998; Kurth et al. 2000; Maldjian et al. 1999; Nelson and Chen 2008; Overduin and Servos 2008; Weibull et al. 2008).

Ultra-high magnetic field (7T) provides access to fMRI data with high-spatial resolution and high signal-to-noise ratio (SNR). Resolution is particularly important when studying somatosensory cortex as maps of the body surface in S1 (even the relatively over-represented maps of the finger tips) are small, and the postcentral gyrus (PCG) is prone to significant partial volume effects (PVE) due to its large surface-to-volume ratio (Scouten et al. 2006) and narrow width (Fischl and Dale 2000) as well as the interdigitation of the pre- and postcentral gyri (White et al. 1997). Achieving high-spatial resolution generally means compromising blood-oxygenation-level-dependent (BOLD) contrast-to-noise ratio (CNR), volume coverage, or temporal resolution. Statistical power can thus become limiting at lower field, particularly for sensory tasks where the BOLD signal is low in comparison with visual and motor tasks, even with a large number of repeated measurements (Schweizer et al. 2008).

7T provides increased BOLD sensitivity (Gati et al. 1997; Van der Zwaag et al. 2009; Yacoub et al. 2001), which can be exploited to improve the spatial resolution and/or reduce the number of trials. Higher spatial specificity can also be achieved in gradient echo (GE) BOLD data at 7T due to the attenuation of intravascular signal from veins (Gati et al. 1997; Ogawa et al. 1998; van der Zwaag et al. 2009; Yacoub et al. 2001). However, the extravascular signal from venules and large veins that immediately drain the capillary bed may still cause some spread of the BOLD response.

Here we used fMRI at ultra-high field (7 T) to generate complete high-resolution maps of the digit representations in the primary somatosensory cortex (S1) in individual subjects. We aimed to maximize efficiency in mapping all five digits and to assess the use of a “traveling wave” paradigm as has been widely applied to retinotopic mapping (Engel et al. 1994, 1997; reviewed in Wandell et al. 2007); a similar approach was first used in the somatosensory system to map the ventral surface of the left arm (Servos et al. 1998). In addition, we validated the traveling wave activity against a simple event-related protocol,
assessed the contribution of different tissues to the measured responses, and characterized the temporal properties of the event-related fMRI response in S1.

The results reveal a robust, consistent map of digit representations in individuals along the posterior aspect of the central sulcus. In contrast to several previous studies that inferred cytoarchitectonic subregions by the existence of isolated peaks in thresholded statistical maps, our data show no such clear segregation (see e.g., Nelson and Chen 2008).

**METHODS**

**Subjects**

Five subjects experienced in fMRI experiments participated in this study with written consent. Procedures were conducted with approval from the University of Nottingham ethics committee. Each subject participated in three scan sessions: two sessions at 7T, one session to measure the topographic representation of digits in the somatosensory cortex with a traveling wave paradigm, and one session to characterize the spatial and temporal properties of responses to vibrotactile digit stimulation in an event-related task design. In addition, one session was performed at 3T to obtain high-resolution T1-weighted (MPRAGE, 1 mm isotropic) anatomical images of the whole brain.

**Stimuli and paradigm**

Tactile stimuli were delivered to the digit tips of the left hand using five independent, custom-built, MR-compatible, piezoelectric devices. Each stimulator delivered a somatosensory stimulus at a frequency of 30 Hz with ~1 mm displacement applied over a ~1 mm² area of contact (Dancer Design, UK; Fig. 1A).

Two experimental paradigms were used: a traveling wave paradigm in which the sensory stimulation created a wave of activity across cortical regions containing a somatotopic map of the hand and an event-related paradigm in which stimulation was simultaneously applied to all five digits for brief periods. The traveling wave paradigm involved applying stimuli sequentially to different digits. Each digit was stimulated for 3 s, with an off period of 1.8 s between stimulation of adjacent digits. A whole cycle of stimulation of all five digits thus took 24 s. Digits were stimulated in a "forward" sequence from thumb to little finger (digit 1 to digit 5) and in a "backward" sequence (starting at the little finger and moving to the thumb; Fig. 1, B and C). In both cases, this resulted in each digit experiencing a 3 s stimulus followed by a 21 s off period. Similar paradigm designs have been extensively used to form retinotopic maps of the visual cortex (as reviewed in Wandell et al. 2007). In our study, a single traveling wave fMRI experiment (scan) consisted of 10 cycles, resulting in a scan-duration of 240 s. A total of six repeats of the traveling wave fMRI experiment were performed in a single fMRI session, alternating the repeats between forward and backward stimulation sequences. For the event-related paradigm, all five digits were simultaneously stimulated for an on period of 3 s (matching the individual digit stimulation period used in the traveling wave paradigm) with random interstimulus intervals of 18, 19, or 20 s. Each functional experiment consisted of 12 trials (228 s duration), and three experiments were run on each subject in a single fMRI session.

**fMRI data acquisition**

fMRI data were collected on a 7T Philips Achieva system (Philips Medical Systems) using a volume transmit coil head coil and 16-channel receive coil. To minimize head motion, subjects were stabilized using a customized MR-compatible vacuum pillow (B.U.W. Schmidt) and foam padding. Data were collected using T₁*-weighted, gradient echo, single shot, echo planar imaging (GE-EPI) with the following scan parameters: SENSE factor 2 in the right-left direction, TE = 25 ms, flip angle FA = 90°, TR = 2.4 s. A total of 22 contiguous axial slices spanning the right primary somatosensory cortex were acquired with 1 mm isotropic resolution and a field of view (FOV) of 192 mm in the anterior-posterior (AP) direction and 72 mm in the right-left (RL) direction. The reduced FOV in the phase encoding direction (RL) required the use of outer-volume suppression (OVS) (Pfeuffer et al. 2002) to prevent signal fold-over. The locations of the imaging stack and OVS slab are shown in Fig. 3A for a representative subject. Magnetic field inhomogeneity was minimized by using a local, image-based shimming approach (Poole and Bowtell 2008; Wilson et al. 2002). This involved generating a B₀-field map from the difference in phase of two gradient echo images with echo times of Tₑ₁ = 6 ms and Tₑ₂ = 6.5 ms; skull-stripping the B₀-field map (BET, FSL) (Smith 2002) so that field optimization could be focused on brain regions; and determining the shim coil currents up to second order needed to minimize the field inhomogeneity inside a cuboidal region containing the central sulcus (highlighted in Fig. 3A). The shim calculation took <30 s (Matlab R2007, 2.0 GHz Pentium 4 processor). The efficacy of the image-based shimming procedure was compared with that of the FASTMAP approach (Gruetter 1993) as implemented on the Philips scanner, by acquiring B₀-field maps and EP images after shimming on the same cuboidal target region with each procedure and converting to a geometric distortion or spatial offset map in pixel units (deviations in Hz converted to pixels using a 22.8 Hz bandwidth per pixel of the EPI sequence).

To classify voxels in the functional, T₁*-weighted data into tissue type, we also acquired three inversion recovery EP data sets (with the same bandwidth, matrix size, and shim settings to ensure that any residual geometric distortions were matched to the functional data). The inversion delays (TI) of 450, 1,200, and 2,300 ms were chosen to null white matter, gray matter, and cerebrospinal fluid (CSF), respectively. T₁*-weighted anatomical images with the same slice prescription, coverage, and resolution as the functional data (MPRAGE sequence with linear phase encoding order, TE = 2.14 ms, TR = 14 ms, FA = 10°, TI = 960 ms, 2 averages) were also acquired during each 7T scanning session. T₁*-weighted anatomical images of the whole brain (3D MPRAGE, 1 mm isotropic resolution, linear phase encoding order, TE = 3.7 ms, TR = 8.13 ms, FA = 8°, TI = 960 ms) were also acquired from each subject at 3T. These images, which displayed less B₁-inhomogeneity-related signal intensity variation than images acquired at 7T, were used for gray matter segmentation and cortical flattening.

**Data processing**

The effective local geometric distortion due to residual magnetic field inhomogeneity was assessed for the two different shimming techniques by converting field offsets to spatial shifts based on the 22.8 Hz bandwidth per pixel of the EPI data. The EPI data were also visually compared against the MPRAGE data. The image-based shimming technique significantly reduced geometric distortions (see RESULTS) and so was used for all subsequent fMRI data acquisitions.

Functional image analysis was performed with a combination of custom-written software (mTools, NYU, http://www.cns.nyu.edu/ heegerlab/wiki; VISTA, Stanford) running in Matlab 7.4 (Mathworks, Natick, MA) and FSL (FMRIB, Oxford, UK) (Smith et al. 2004). fMRI data were motion-corrected within and between scans in a given session (for traveling wave and event-related data) using a robust motion correction algorithm (Nestares and Heeger 2000), and the fMRI time series was then high-pass filtered to eliminate slow signal drift. Finally, each voxel’s time series was divided by its mean intensity to convert the data from image intensity to units of percentage signal change. No spatial filtering was applied to the data. The mean of the T₁*-weighted fMRI time-series was calculated and subsequently calculated statistical maps overlaid on this image. For additional visualization, the statistical maps from traveling wave and
FIG. 1.  A: single piezo-electric stimulator device. The gray arrow indicates the protruding tip which is applied to skin (~1 mm thickness); direction of movement is in and out of the plane. B: illustration of the traveling wave paradigm. Vibrotactile stimuli were applied to the fingertips in “forward” ordering from thumb to little finger or “backward” ordering from little finger to thumb. The backward scans can be time reversed and time-shifted to cancel any residual hemodynamic lag. C: illustration of expected temporal delays in functional magnetic resonance imaging (fMRI) responses in traveling wave paradigm due to the effect of hemodynamics and experimental design. I: timing diagram for the forward sequence. For voxels responding to stimulation of digit 1, the only delay (w.r.t. the onset of cycle) is due to hemodynamics (+ph). The additional arrow indicates this delay. II: timing diagram for the backward sequence, again with additional arrow indicating the delay (+ph). III: time-reversal of the backward sequence leading to reversal of the inherent hemodynamic delay. The asymmetry in the stimulation paradigm (3 s stimulation is followed by an 1.8 s off period) results in the sequence being delayed (or biased) by 1.8 s. IV: summary of the effects of hemodynamic delay and bias due to the stimulation paradigm. If the time series are simply averaged, the resulting time course will retain a delay (of magnitude +bias/2). To remedy this, we advance the phase values of the time-reversed backward scan by 1.8 s giving the difference between the 2 phase values for a given region of interest (ROI) equal to twice the inherent hemodynamic delay.
event-related data were transformed to the space of the anatomical MPRAGE data acquired at 3 T (see Schluppeck et al. 2005).

**Traveling wave data analysis**

Standard Fourier-based analysis methods (Engel et al. 1994) were applied voxel-by-voxel to generate somatotopic maps. We computed the coherence between the time series and the best-fitting sinusoid at the 0.04167 Hz stimulus repetition frequency, the phase of the response at that frequency, and the amplitude of the best-fitting sinusoid. The coherence measures the contrast to noise (Engel et al. 1994, 1997) of the response, taking a value near 1 when the fMRI signal modulation at the stimulus frequency is large relative to the noise (in other frequency components) and a value near 0 when there is no signal modulation or when the signal is small compared with the noise. The phase measures the temporal delay of the fMRI signal with respect to the onset of the stimulus cycle and therefore for this paradigm, reflects the spatial location of the stimulus (which digit) on the hand. A somatotopic map should therefore be visible on the cortical surface as a smooth progression of early to late phase values, corresponding to the different digits of the hand.

The time series data for the “forward” (from digits 1 to 5) and “backward” (from digits 5 to 1) stimulus sequences were combined following the standard approach used in retinotopic mapping (Engel et al. 1997; Sereno et al. 2001) to remove the effect of the hemodynamic delay in visualizing the somatotopic maps. This process is illustrated in Fig. 1C. Both the “forward” and “backward” scans were time-shifted (advanced by 2 TRs), to approximately cancel any residual hemodynamic delay at each voxel. The backward scans were then time reversed, and finally the forward and transformed backward scans were averaged. The resulting mean time series at each voxel in the average data (and its associated phase value) therefore approximately reflected the timing of the forward ordering scans, in which digits were stimulated sequentially from thumb (digit 1) to little finger (digit 5). We then subdivided the range of phase values in steps of 2π/5 corresponding to the somatotopic representations of digits 1–5.

To incorporate information about the local spatial support of statistically significant responses, threshold-free cluster enhancement (TFCE) (Smith and Nichols 2009) was applied to the coherence map (H = 2, E = 0.5, neighborhood connectivity = 6). Regions of interest (ROIs) comprising voxels in the top percentile of the resulting image were then interrogated to produce fMRI time series, response (Fou- rier) amplitude, and related statistics for the different scans.

To estimate the hemodynamic lag from the traveling wave data, the time courses of the average forward and time-reversed backward scans (to which no time shift had been applied) were compared in detail. If we assume that after time reversal of the backward scans the time delay of the response is equal, but opposite in sign to that in the forward scans, then the difference in phase of the best-fitting sinusoids to the two time courses corresponds to twice the hemodynamic delay (this is defined as the uncorrected hemodynamic delay – see RESULTS).

**Event-related data analysis**

A model free deconvolution analysis procedure (Boynton et al. 1996; Buckner et al. 1998; Burrock et al. 1998) was used to identify consistently active areas in the event-related data. Specifically, we used the data-driven analysis approach developed by Gardner et al. (2005) to reconstruct event-related fMRI responses to digit stimulation without making any prior assumptions about the shape of the response (or that of the underlying hemodynamic response function). First, the time series of each voxel in the three individual scans was high-pass filtered with a cutoff frequency of 0.01 Hz and converted to percent signal change. Data from the three scans were then concatenated to allow estimation of the response using all the acquired event-related data. The event-related fMRI response for a single event-type (all 5 fingers stimulated for 3 s) at a given voxel was then computed by finding the ordinary least-squares solution to the equation $S \cdot H^T + \text{noise} = b^T$, where $S$ is the measured (mean-subtracted) BOLD time course, $H$ the stimulus convolution matrix, $b$ the to be estimated event-related fMRI response, and $1^T$ the transpose operation. This yields the best least-squares estimate for the event-related fMRI response. Statistical activation maps were computed from the amount of variance in the original fMRI time course accounted for by events modeled (using the estimated event-related response) to be time-locked to stimulus presentations, $r^2 = 1 - \text{variance(residual)/variance(original)}$. The residual was calculated as the difference between the estimated time course (based on the least-squares solution) and the original time course.

To estimate the hemodynamic lag from the event-related data, the measured fMRI responses in ROIs defined for each digit from the phase measured in the traveling wave experiment were fitted using the model of the hemodynamic response function (HRF) as described in Eq. 1 (Friston et al. 1998; Glover 1999). The best-fit parameters were estimated by nonlinear least squares fitting and the time-to-peak of the fitted response was then determined numerically to provide an estimate of the hemodynamic delay.

**Cortical segmentation and flattening**

Inversion recovery (white, gray, and CSF nulled) images were used to visualize the location of the activity on the EP images (data not shown). To display activation on a cortically flattened surface, a registration algorithm (Nestares and Heeger 2000) was first used to align the MPRAGE anatomical images acquired at the end of each functional session to the co-registered fMRI data. The high-resolution MPRAGE images acquired at 7T were then registered to the whole-head 3T MPRAGE data. The 3T MPRAGE images were then used in a subset of subjects to create flattened visualizations of the cortical activity restricted to gray matter voxels. Cortical segmentations were obtained using a combination of tools [SurfRelax (Larsson 2001); FSL distribution, FMRIB Software Library (Smith et al. 2004)] using methods previously described (Schluppeck et al. 2006). It is important to note that data were projected onto surface representations as a final visualization step only. For the flat maps shown in the Results (Fig. 6), it was ascertained that the gray/white matter segmentations of the MPRAGE images for each particular subject were in good agreement with the EPI data (see also Fig. 2).

**RESULTS**

The image-based shimming method significantly reduced geometric distortions in the EPI data. Figure 2 shows example images obtained using the manufacturer’s implementation of the FASTMAP shimming method (B and C) compared with the image-based shimming method (F and G). The image-based shimming method produces a better correspondence of EPI data and (undistorted) anatomical MPRAGE images. The re-duction of residual geometric distortion is illustrated by the field-maps (D and H) and histograms of spatial offset (E and I), which show that distortion can be restricted to less than one voxel (1 mm) over the shimming region.

Analysis of the traveling wave data showed that the signal from a region of gray matter extending along the posterior bank of the central sulcus and the crown of the postcentral gyrus was significantly modulated at a frequency corresponding to the 24 s period of stimulation in all subjects. Figure 3 shows data from a representative subject (subject 2) with statistical maps superimposed on the mean T2*-weighted images from the functional scan. One scan (10 stimulus cycles, 100 volumes) was sufficient to form statistical maps, but to improve the SNR, responses were averaged across up to six scans before perform-
mum values of the order of 10–24% peak-to-peak modulation) on fMRI responses in individual voxels were large (with maximal contributions to the response from frequency components other than the first harmonic are negligible (Fig. 5, f, b,...). The presence of the large peak at 10 cycle/scan in the Fourier spectrum clearly indicates that the responses are dominated by the effects of the somatosensory stimulation. Contributions to the response from frequency components other than the first harmonic are negligible (Fig. 5, C and F).

Figure 6 compares the $r^2$ map calculated from the event-related data (A) with a coherence map from the traveling wave analysis (C) on a flattened surface (for subject 5). Similar activation patterns are seen in the primary somatosensory cortex for both the traveling wave and event-related paradigms. The mean time courses of event related data extracted from ROIs, which were independently defined by the somatotopic mapping are shown in Fig. 6A. The phase delay, or temporal lag from the event-related data does not strongly depend on a particular choice of dynamic lag from the event-related data. The phase maps for all five subjects scanned; for each subject, the mean time courses of event related data extracted from ROIs, which were independently defined by the somatotopic map (Fig. 6F–I) with the histogram (I) centered close to 0 and narrowed for data acquired using the image-based shimming method. Note the reduced distortions in the field map (H) with the histogram (I) centered close to 0 and narrowed for the image-based shimming method.
ment. The uncorrected hemodynamic lag estimated from the traveling wave data is shown in Table 3. The event-related study provided an independent estimate of the hemodynamic delay in each voxel, and so for two subjects, we compared the average hemodynamic delay estimated from the event-related data to that obtained from the traveling wave analysis (Table 3) using the methods and correction described in Fig. 7. The uncorrected hemodynamic lag estimated from the traveling wave data is significantly shorter than that measured from the event-related paradigm.

Assessing systematic errors arising using Fourier analysis to estimate hemodynamic lag

The method of estimating the hemodynamic lag from the traveling wave data relies on the assumption that the fMRI time series can be well approximated by a sinusoidal function the period of which equals the length of the cycle (24 s) and that the hemodynamic delay and phase of the fitted sinusoidal response are tightly coupled. Here we perform a simulation to assess any potential bias in the estimation of the hemodynamic lag from traveling wave data.

Traveling wave signals were simulated using the timing of stimulus delivery and a model of the HRF, \( H(t) \), formed from the sum of two gamma functions (Friston et al. 1998)

\[
H(t) = \left( \frac{t}{d_1} \right)^{a_1} \exp \left[ -\frac{(t - d_1)}{b_1} \right] - \left( \frac{t}{d_2} \right)^{a_2} \exp \left[ -\frac{(t - d_2)}{b_2} \right]
\]

where \( d_1 = a_1 b_1 \) and \( d_2 = a_2 b_2 \). Data were simulated for a range of HRF time-to-peak (TTP) values by varying parameter \( a_1 \) from 3 to 9 while other parameters were fixed at \( a_2 = 2; a_1; b_1 = 0.9 \text{ s}; b_2 = 0.9 \text{ s}; c = 0.35 \) (Glover 1999) (Fig. 7D). The simulated data were then analyzed using the Fourier-method and the corresponding TTP of the hemodynamic delay was estimated. Based on this analysis, we calculated a correction factor for the traveling wave data. Figure 7 shows the steps of the simulation for digit 1. The fMRI time series is simulated...
from the asymmetric HRF (Eq. 1) convolved with the stimulus input function. The simulated fMRI response for the backward scan is time reversed and the responses for each of the forward and time-reversed backward scans are then fitted to a sinusoid of period 24 s. Assuming the hemodynamic lag is equal and opposite for the forward and time-reversed backward scans, the hemodynamic lag can then be estimated as half the difference between the delays found for the two conditions (light gray lines in Figs. 7A and 7C). However, we must also take into account an additional delay of 1.8 s for the time reversed data (Fig. 1C) that was included in the estimate of the uncorrected hemodynamic delay.

To estimate the inaccuracy in this uncorrected measure of hemodynamic lag, the uncorrected hemodynamic lag from the traveling wave data (as estimated from the phase difference in the sinusoidal fits) was plotted against the lag of the simulated HRF (as measured by the time to peak). For our simulated parameters, the hemodynamic lag from the traveling wave analysis \( \gamma \) is related to the lag of the simulated HRF \( \tau \) by a parabolic relationship \( \gamma = 0.03\tau^2 + 0.70\tau - 0.51 \), reflecting...
an underestimation of the hemodynamic lag in the traveling wave data. This relationship was used to correct the traveling wave hemodynamic delay. Table 3. Both methods yield estimates of hemodynamic delay that are comparable, but the delay from the event related paradigm is still longer.

**DISCUSSION**

These results demonstrate that robust maps of the representation of the fingers in human somatosensory cortex can be obtained with 1 mm isotropic resolution at 7T using a traveling wave paradigm and focal piezoelectric stimulation applied at 30 Hz to the fingertips. Areas of significant signal modulation were confined to the posterior aspect of the central sulcus and the crown of the postcentral gyrus and showed an orderly progression of phase of modulation reflecting the ordered somatotopic representation of digits 1–5 in primary somatosensory cortex (SI). The representation of digit 1 (thumb) was most inferior and lateral, whereas digits 2–5 were represented at increasingly superior and medial locations (Figs. 3 and 4). Unthresholded statistical maps confirm that the pattern of activation is almost exclusively on the postcentral side of the central sulcus and the crown of the postcentral gyrus. This is in contrast to some previous reports that have found that somatosensory representations extend further anteriorly to the precentral aspect of the sulcus (Moore et al. 2000).

The fMRI responses in individual voxels were large (from 10 to 24% peak-to-peak modulation, Table 2) and robust, with CNRs of ≥40. This can be compared with signal modulations of 3–4% for most sensory fMRI studies at 3T (Francis et al. 2000; Stippich et al. 1999) using 3 mm isotropic voxels. This large signal modulation at 7T is expected if a linear increase in BOLD signal with field strength can be realized (Gati et al. 1997; Yacoub et al. 2001). Here the increased CNR at ultra-high field has been exploited to achieve high-spatial resolution, reducing partial volume of activated tissue with nonactivated gray matter and white matter/CSF. Potentially this can lead to larger and more consistent hemodynamic response modulations arising from cortical gray matter. In addition, 7T offers intrinsic improvements in spatial specificity for GE BOLD data compared with lower field strengths due to the supralinear increase in CNR in the microvasculature (Gati et al. 1997; Yacoub et al. 2003) and suppression of intravascular signal in draining veins distant from the site of neuronal activity due to shortening of venous blood $T_2$ (~7 ms) (Duong et al. 2003; Gati et al. 1997; Ogawa et al. 1998; Thulborn et al. 1982; Yacoub et al. 2003).

Another factor that may have improved spatial specificity in this experiment compared with previous studies is the paradigm design. First, tactile stimuli were delivered with a piezoelectric device at a stimulation frequency chosen to maximize the response in rapidly adapting somatosensory receptors the receptive fields of which are known to densely tile the glabrous skin on the digits (Darian-Smith 1982). Second, the traveling wave paradigm (Engel et al. 1997) is a form of differential paradigm and is likely to suppress nonspecific activation common to all digits, such as the BOLD signal in large veins draining from tissue spanning multiple digit representations in the postcentral gyrus, thus improving digit specific mapping. We compared the extent of activation maps for the traveling wave and event-related paradigms and found these to be similar, but the estimates of the hemodynamic lag were significantly shorter for the traveling wave paradigm (Table 3). The estimated hemodynamic delay is only slightly affected by the choice of thresholds. We performed a simulation to correct for the systematic errors introduced by the Fourier analysis in the estimating the hemodynamic lag. This reduced the discrepancy, but a difference of ~1 s still remains. This discrepancy may in part be due to no slice-time correction being applied in our data analysis (to avoid interpolation effects), and this could give rise to an average 1.2 s error in the measured hemodynamic lag. The larger gap observed in the event-related estimates may also indicate an increased venous contribution (de Zwart et al. 2005; Hulvershorn et al. 2005) that is reduced by using a traveling wave paradigm.

The traveling wave paradigm has previously been applied to the study of somatosensory cortex only at coarse resolution using long cycle lengths (Huang and Sereno 2007; Overduin and Servos 2004) or to form an incomplete map of all digits of the hand. Overduin and Servos (2008) used a similar design to stimulate single digits from tip to base but did not use the Fourier-based analysis methods described in this study.

The spatial resolution of earlier functional MRI measurements (typically with voxel volumes of 10–30 mm$^3$) (Kurth et al. 2000; Maldjian et al. 1999; Nelson and Chen 2008) is unfavorable with respect to the size of the somatotopic map. In our high resolution (1 mm isotropic) functional measurements, the extent of the sensory maps spanning D1–D5 was greater in the medial-lateral than AP or foot-head directions (Table 1). Digits 1 and 2 occupied the largest extent within the somatotopic map, whereas digit 5 has the smallest representation (Table 1). Note that the activation lies along the tortuous
postcentral gyrus (Fig. 5) and with 1 mm isotropic resolution this leads to a band which is ~29 mm in length in the postcentral gyrus for D1–D5 mapping. The failure to identify clear somatotopic maps in previous studies may have been due to the limits imposed by sampling a relatively small spatial map with comparatively coarse resolution. For example, use of 3 mm isotropic resolution would yield somatotopic maps containing at best a third of the number of voxels measured in our study (assuming the best 1-dimensional tiling); at worst 1/33 taking into account volume. Even in those previous studies, where high-spatial resolution was used, the reduced contrast-to-noise necessarily reduced statistical power (Schweizer et al. 2008). In addition, in several previous studies, results were averaged across-subjects, often registered into Talairach/MNI space. This causes blurring but also doesn’t ensure exact alignment of anatomical structures across subjects, especially when their spatial extent is relatively small (Fischl and Dale 2000).

Previous studies, some based on relatively coarse resolution measurements, have emphasized the division of significant clusters of fMRI responses in S1 into four anatomical subdivisions (areas 1, 2, 3a, and 3b) (Moore et al. 2000; Nelson and Chen 2008; Overduin and Servos 2008), known to exist from anatomy, histology, and human/non-human single-unit physiology. These areas cannot currently be accurately identified using MRI in vivo but can roughly be assigned based on anatomical MR images: area 1 is located at the crown of the postcentral gyrus, area 2 in the postcentral sulcus, area 3a in the fundus of the central sulcus, and area 3b at the rostral bank of the postcentral gyrus. Microelectrode mapping studies in primates (e.g., Pons et al. 1987; Sur et al. 1984) have suggested that multiple representations of the body arise within primary somatosensory cortex with two complete body surface representations occupying cortical fields 3b and 1. Additionally it has been suggested that area 2 contains an orderly representation of predominantly deep body tissues, whereas area 3a may constitute a fourth representation. Several studies have compared functional data to these areas using probabilistic cytoarchitectonic maps derived from postmortem brains (see e.g., Geyer et al. 1999; see also Geyer et al. 2000; Grefkes et al. 2001; Schleicher et al. 2000). However, thresholding of statistical maps from fMRI experiments at a single significance value can lead to erroneous conclusions about multiple foci of activation corresponding to distinct anatomical subregions (the

FIG. 5. Time course plots from 2 small ROIs (columns) for 2 different stimulus conditions (rows). Details of the ROI are provided at the bottom of the figure. A: each trace, mean fMRI response in ROI1 for each of 3 scans with a forward stimulus (advancing from digits 1–5). B: fMRI responses in ROI1 for backward sequence. C: amplitude spectrum of average time course across all scans in ROI1. Black circle, magnitude at stimulus alternation frequency. Thick black line, high-frequency components used to calculate contrast-to-noise ratio (CNR). D–F: corresponding data for ROI2.
The iceberg effect). Further, the spatial information in the probabilistic atlases currently does not capture the anatomical pattern of sulci and gyri, which makes accurate assignment to Brodmann regions difficult.

Given the size of the somatotopic maps of digit representations that we find, the spatial resolution and signal-to-noise limits imposed by fMRI data acquisition, and analysis methods of previous studies, we believe that the assignment of cytoarchitectonic subregions based on the currently available simple mapping data alone is extremely problematic. Additionally, the anatomical variability in somatosensory cortex is known to be quite large (see e.g., White et al. 1997). In all previous imaging studies where this assignment was attempted, areas were classified either purely on the basis of geometric/anatomical information (referring to the layout of the cytoarchitectonic subregions in postmortem samples in humans or monkeys), or using statistical maps that were computed and then thresholded to reveal several peaks that in turn were assigned, post hoc, to the different subregions.

Eickhoff et al. (2007) show that with careful consideration of the layout of the maps in somatosensory cortex (S2) and with reference to the monkey literature, such anatomical-functional assignments can be attempted, but in principle these measures require an even higher spatial resolution than for S1. In the study by Overduin and Servos (2004) where an attempt was made to map out the cytoarchitectonic subregions, the somatotopic maps were found to cover a distance of 50 mm in the rostral-caudal direction (10 coronal slices of 5 mm slice
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**TABLE 3.** Hemodynamic delay of traveling wave and event-related data

<table>
<thead>
<tr>
<th>Subject</th>
<th>Uncorrected Traveling Wave, s</th>
<th>Corrected Traveling Wave, s</th>
<th>Event-Related Estimates, s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI A</td>
<td>ROI B</td>
<td>ROI C</td>
</tr>
<tr>
<td>3</td>
<td>3.92 ± 0.04</td>
<td>5.09 ± 0.04</td>
<td>6.85 ± 0.50</td>
</tr>
<tr>
<td>5</td>
<td>3.12 ± 0.32</td>
<td>4.33 ± 0.32</td>
<td>6.22 ± 0.23</td>
</tr>
</tbody>
</table>

Values are means ± SD. Hemodynamic delay measured using traveling wave (both uncorrected and corrected) and event-related data. ROIs were defined for each digit from the traveling wave statistical map. For the event-related data, the hemodynamic delay is estimated for each digit ROI at different \( r^2 \) thresholds (ROI A–C threshold levels chosen to include voxels with \( r^2 \) values > 25, 50, and 75% of the \( r^2 \) distribution).

---

![FIG. 6. A: coherence map based on the \( r^2 \) values from the event-related data (subject 5). B: mean event-related fMRI responses in S1 for subject 5. Symbols, mean event-related time course for voxels in the functional ROI defined in the traveling wave experiment (error bars, SE, are smaller than the plot symbols). Colors, data were thresholded according to the distribution of \( r^2 \) value obtained for each voxel in the event-related analysis [ROI contain voxels with \( r^2 \) over 0, 25, 50, and 75% of the \( r^2 \) distribution (as for Table 3 for all subjects)], results plotted separately for the lowest (dark) to highest (bright) threshold. Solid lines, corresponding fits to the hemodynamic response function. \( ttp \) indicates the hemodynamic delay of the curve. C: coherence map from the traveling wave analysis (subject 5). Similar activation patterns can be seen for the primary somatosensory cortex for the event-related paradigm (A). D: direct comparison of the traveling wave and event-related data for subject 5 indicates that voxels with the highest \( r^2 \) values (obtained in the event-related experiment) also tend to give most significant responses in the traveling wave experiment (linear regression: \( y = 0.29x - 0.04 \), Pearson correlation:0.39). Color, image intensity of underlying T2*-weighted EPI data.](http://jn.physiology.org/)
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\[ r^2 > 0.16, ttp = 6.15 \]
\[ r^2 > 0.09, ttp = 6.00 \]
\[ r^2 > 0.06, ttp = 5.85 \]
\[ r^2 > 0.01, ttp = 5.85 \]
In this study, we found statistical maps with spatially contiguous representations of all digits. Stimulation of the finger-tips mainly activated the rostral bank of the postcentral gyrus (defined operationally as area 3b), in agreement with a previous study using piezoelectric stimulation where “apparent” area 3b has shown some evidence of somatotopic organization (Schweizer et al. 2008). However, the spatial extent of the maps reported by Schweizer et al. (2008) was much smaller than our data, suggesting that previous functionally defined maps have greatly underestimated the cortical representation of the fingers. Given the relatively low indentation amplitude of our stimuli to the surface of the fingers, we did not expect to see responses dominated by neurons thought to be restricted to areas 3a and 2.

Although the pattern of the somatotopic maps is clearly visible in the axial planes in which our EPI data were acquired, with the direction of changing phase values in the map running along the central sulcus, surface rendering can provide a clearer sense of the spatial layout of topographic maps. Therefore to ease visualization of the two-dimensional digit topography, the statistical maps were rendered on inflated and flattened representations of the cortical surface (Fig. 6). For

---

**Fig. 7.** A: the stimulus input function of the forward scan of digit 1 (black line) convolved with the double gamma variate hemodynamic response function [HRF; 6 s time-to-peak (TTP); Eq. 1, $a_1 = 6, a_2 = 12, b_1 = 0.9 s, b_2 = 0.9 s, c = 0.35$] to simulate the forward fMRI response (thick black line). The simulated waveform (blue line) is then fitted to a sinusoidal wave of period 24 s (light gray line). The sinusoidal waveform shows a reduced time-to-peak compared with the model response. B: the stimulus input function of the backward scan for digit 1 (dark gray line), and the convolution with the double gamma variate HRF with 6 s TTP (as shown in A) to simulate the backward fMRI time course (thick black line). C: time reversed backward scan for digit 1 (thick black line) and fitted sinusoidal waveform (light gray line). The sinusoidal waveform shows a delayed time to peak compared with the double gamma variate HRF. The hemodynamic delay from the traveling wave analysis is estimated by first calculating the time between peaks of the 2 fitted sinusoid waveform (light gray lines) in A and C. A delay of 1.8 s is then added to account for the time between stimulation of each digit (as shown in Fig. 1C). The resulting time difference is then divided by 2 to give an estimate of the hemodynamic delay. D: simulated double gamma variate HRF with $a_1 = 3 – 9$ to simulate the range of hemodynamic delays found in the brain. E: simulated TTP of hemodynamic delay as determined from the traveling wave analysis [from the phase difference in the sinusoidal fits (A) and (C)] vs. the true hemodynamic TTP from the simulated HRF (D). Data show a parabolic relationship of $y = 0.03x^2 + 0.70x - 0.51$. 

---

thickness, over double that found in our study and in previous work (e.g., Moore et al. 2000; Nelson and Chen 2008).

In this study, we found statistical maps with spatially contiguous representations of all digits. Stimulation of the finger-tips mainly activated the rostral bank of the postcentral gyrus (defined operationally as area 3b), in agreement with a previous study using piezoelectric stimulation where “apparent” area 3b has shown some evidence of somatotopic organization (Schweizer et al. 2008). However, the spatial extent of the maps reported by Schweizer et al. (2008) was much smaller than our data, suggesting that previous functionally defined maps have greatly underestimated the cortical representation of
such visualization, accurate alignment between functional data and anatomical images is essential. The image-based shimming method has been shown to reduce distortions to less than one voxel (see METHODS and Fig. 2). Despite the relatively small residual geometric distortion between EP and anatomical images, problems in assigning responses to different sides of the postcentral sulcus may still result, although these can to some extent be overcome by image processing and careful segmentation and cortical unfolding (e.g., any voxel the activation of which is partial volumed over voxels, or voxels where there is simultaneous activation on both sides of the sulcus, could be excluded from further analysis). To enable more detailed surface-based analysis, segmentations have to be based on anatomical images with higher spatial resolution (e.g., 0.5 mm isotropic voxels), and future studies will assess the feasibility of using whole head anatomical MPRAGE data acquired at 7T in conjunction with normalization methods that can correct the nonuniform signal intensity (Van de Moortele et al. 2009).

Additionally, small amounts of blurring due to spatial spreading of the hemodynamic response or caused by resampling in the motion correction step can aggravate such effects. Signal may appear in the precentral gyrus due to pial veins that drain the postcentral gyrus that share their extravascular signal with the precentral gray matter. However, note that the signal in the precentral aspect of the sulcus in the traveling wave data shown in Fig. 6C follows a progression of phase values consistent with the digit representations, indicating that such signal is likely caused by blurring due to venules specific to each digit, and not larger veins (which should lead to larger swathes of identical values in the phase maps). Also the spatial extent of activity on the precentral sulcus is larger for the event-related data, suggesting an increasing venous contribution to this data.

It remains to be seen whether a further reduction in image voxel size below 1 mm can lead to significant improvements in the achievable resolution in cortical maps. Artifacts due to subject motion, respiration, and the cardiac cycle may dominate at such small voxel sizes. In this study, subjects’ heads were stabilized using customized MR compatible vacuum pillows and foam padding, and realignment results showed that subjects could maintain a stable head position within a fraction of mm for several minutes. Second, the width of the cortical point spread function (PSF) of the gradient-echo signal may be ultimately limiting; at 7T, the PSF has been shown to be of the order of 2.3 mm for gray matter with vessels masked; this increased to 3.2 mm if veins were not excluded (Shmuel et al. 2007). However, recent studies of layer-specific activation using gradient echo BOLD (Harel et al. 2006; Koopmans et al. 2009; Ress et al. 2007) suggest that the intrinsic spatial resolution is of the order of the submillimeter level if contributions from pial veins are excluded.

The results of this study show that fMRI at 7T provides an excellent tool for studying the functional organization of cortex at a spatial resolution not easily achievable at lower field strengths. Because a somatotopic map can be obtained relatively quickly for an individual subject (<20 min scanning time), at 7T, these methods will allow researchers to study more complex aspects of somatosensory processing in follow-up experiments in the same session; making use of exact functional co-localization with an independent subject-specific somatotopic map. The maps are of sufficiently high resolution to resolve the representations of all five digits, and this could be a useful method to measure spatial changes in the cortical representations on the millimeter scale in, e.g., patients undergoing rehabilitation or plastic changes after peripheral nerve damage as well as tracking changes in normal subjects undergoing perceptual learning.
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