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Harris A, Aguirre GK. Neural tuning for face wholes and parts in human fusiform gyrus revealed by fMRI adaptation. J Neurophysiol 104: 336–345, 2010. First published May 26, 2010; doi:10.1152/jn.00626.2009. Although the right fusiform face area (FFA) is often linked to holistic processing, new data suggest this region also encodes part-based face representations. We examined this question by assessing the metric of neural similarity for faces using a continuous carryover functional MRI (fMRI) design. Using faces varying along dimensions of eye and mouth identity, we tested whether these axes are encoded independently by separate part-tuned neural populations or conjointly by a single population of holistically tuned neurons. Consistent with prior results, we found a subadditive adaptation response in the right FFA, as predicted for holistic processing. However, when holistic processing was disrupted by misaligning the halves of the face, the right FFA continued to show significant adaptation, but in an additive pattern indicative of part-based neural tuning. Thus this region seems to contain neural populations capable of representing both individual parts and their integration into a face gestalt. A third experiment, which varied the asymmetry of changes in the eye and mouth identity dimensions, also showed part-based tuning from the right FFA. In contrast to the right FFA, the left FFA consistently showed a part-based pattern of neural tuning across all experiments. Together, these data support the existence of both part-based and holistic neural tuning within the right FFA, further suggesting that such tuning is surprisingly flexible and dynamic.

INTRODUCTION

Few visual stimuli are as ecologically important for human observers as the human face. Faces contain a variety of cues to emotional state, social status, and identity, which human observers can extract with seemingly little effort. However, as a stimulus class, faces pose a difficult challenge for the visual system, because they are highly complex and relatively homogeneous.

One highly influential account of face perception argues that faces differ from other visual stimuli in how they are processed, undergoing relatively little decomposition into component parts (Farah et al. 1998). Instead, they are encoded via a holistic or integrative mechanism, as a template or gestalt. Evidence for holistic processing comes from behavioral findings such as the composite face effect (Young et al. 1987), in which interference from irrelevant face features is present in a part recognition task. Together with other findings such as the face inversion effect (Yin 1969) and whole-over-part superiority effect (Tanaka and Farah 1993), these results have been taken as evidence of a dedicated holistic processing mechanism for upright faces.

Despite this general consensus, many questions about holistic processing remain. For example, some authors have proposed that the holistic/gestalt encoding described above is one of several “configural” mental processes associated with face perception, which represent faces in terms of spacing between features rather than features themselves (Maurer et al. 2002; Rossion 2008). However, methodological confounds within this literature have led other researchers to question this finding (McKone and Yovel 2009).

Instead, an explicit formulation of holistic processing may be borrowed from the general object recognition literature. Research on the metric structure of similarity spaces has long distinguished two types of stimulus coding: integral and separable (Shepherd 1964). Operationally (Garner 1974), an integral stimulus space can be defined as a system in which changes on one dimension interfere with perception of the other dimension (e.g., hue and saturation variation in colors). In a separable stimulus space, in contrast, the dimensions are perceived independently (e.g., color and shape of objects). In general, the perception of faces has been found to have integral characteristics, although evidence for a slower, separable process that individuates features has also been found (Bartlett et al. 2003).

Recent neuroimaging research has explicitly linked behavioral measures of integral versus separable perception to particular forms of neural coding. Specifically, for two given stimulus dimensions, integral stimulus perception would be associated with conjointly tuned neurons, whereas separable perception implies the existence of neural populations that are independently tuned for the two stimulus dimensions (Drucker et al. 2009). These two types of neural tuning may be distinguished through measurement of neural habituation (the reduction in neural response to stimuli that repeat prior stimulus features). Essentially, independent neural populations are expected to produce an additive recovery from adaptation to “combined” stimulus changes, whereas a conjointly tuned neural population will produce a recovery that is less than the sum of the recoveries observed for “pure” stimulus changes along each dimension (Drucker et al. 2009; Engel 2005). This neural measure is therefore reflective of the behavioral measure of metric similarity.

Given these results, can we likewise apply a conjoint versus independent metric to the holistic processing of faces? Recent research on the representation of “face-space” has used similar ideas to look at questions such as the geometry of face space (Loffler et al. 2005) and the representation of gender and ethnicity (Ng et al. 2006). For example, the latter study directly examined conjoint tuning using psychophysical and functional MRI (fMRI) adaptation for faces that varied in both gender and...
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ethnicity versus along a single dimension. Other fMR adaptation studies (Jiang et al. 2006; Rothstein et al. 2005) have shown a monotonic relationship between the dissimilarity of a pair of faces presented in succession and the magnitude of recovery of neural response within the fusiform face area (FFA) (Kanwisher et al. 1997; McCarthy et al. 1997). These results indicate the presence of a neural population with broad tuning to facial identity. Whether these neurons are tuned to face parts or wholes, however, is not defined.

In this study, we examined whether neural tuning for faces is best quantified by a conjoint or independent metric using fMR adaptation. Although hallmarks of holistic processing have been reported for several “face-selective” brain areas, activity within the right FFA in particular has been shown to be consistent with the face inversion effect (Yovel and Kanwisher 2004, 2005) and composite face effect (Schiltz and Rossion 2006). Therefore the right FFA seems to play a special role in the holistic processing of faces.

It is unclear, however, whether this holistically responsive region is composed solely of neurons tuned to represent entire faces. Single-unit recordings from analogous regions of monkey inferotemporal (IT) cortex have found neurons sensitive to individual features or combinations of features, without the high nonlinearity expected of holistic processing (Freiwald et al. 2009; Perrett et al. 1982). Likewise, intracranial recordings in humans show preferential responses to face parts at sites both lateral and medial to those responding to whole faces in ventral IT cortex (McCarthy et al. 1999). Thus it is possible that both parts and wholes are represented within face-selective areas such as the FFA.

Consistent with this idea, recent work from our own laboratory using fMRI has shown that faces manipulated to elicit holistic or part-based processing produce similar activation of the FFA (Harris and Aguirre 2008). However, within the right FFA, the response was also modulated by familiarity, which is known to increase holistic processing (Buttle and Raymond 2003; Young et al. 1985). Therefore, although the right FFA is of special importance for holistic face processing, both part and whole representations seem to exist within this area.

In the experiments presented here, we test this idea in greater depth by probing the metric of neural similarity within the FFA using fMRI. Specifically, we measured neural adaptation to stimulus changes along a single dimension (e.g., eye appearance) and to changes along two dimensions (e.g., eyes and mouth) using a continuous carry-over approach (Aguirre 2007). If independent neural populations represent the eyes and mouth, we would expect recovery from adaptation for combined changes to the eyes and mouth to be simply the sum of the recovery seen for each feature change in isolation. Conversely, if neural populations represent eyes and mouth changes conjointly, we would predict a subadditive response to combined stimulus changes (Drucker et al. 2009).

This test is most efficiently conducted within the context of a continuous carry-over design (Aguirre 2007). Unlike standard fMR adaptation studies, which use paired presentations of adaptor and test, carry-over designs present stimuli in an unbroken, counterbalanced sequence (Aguirre 2007). Counterbalancing also allows the “direct” effects of stimuli (e.g., a larger amplitude response to 1 or another stimulus) to be distinguished from carry-over effects (the effect of the preceding stimulus on the current stimulus).

Although the methodological aspects of the continuous carry-over approach have been discussed previously (Aguirre 2007; Drucker et al. 2009), it is worth reiterating several aspects of the design here. First, like all fMR adaptation techniques, this method rests on the assumptions that BOLD responses monotonically reflect neural population activity and that the underlying neural responses vary smoothly with changes along a stimulus dimension. Thus this method cannot probe extremely sparse neural representations, such as a “grandmother cell” coding of individual face identity. However, given that adaptation effects in the FFA are known to vary monotonically with stimulus similarity (Jiang et al. 2006), this latter stipulation is unlikely to be an issue for our experiment. Other assumptions of the continuous carry-over technique, such as an equivalent mean response to each face identity, are directly verified as part of the experimental analysis.

Therefore in this study, we used a continuous carry-over design to probe for independent versus conjoint neural tuning to faces varying along dimensions of eye and mouth identity. Using four faces changing along eye, mouth, or both eye and mouth axes (Fig. 1A), we measured neural adaptation to a continuous stream of stimuli. By comparing the recovery from neural adaptation for “Pure” changes along a single axis (eyes only or mouth only) to that for “Composite” changes along both eye and mouth axes, we can infer whether neural populations in the FFA represent faces in terms of parts or wholes.

METHODS

Experiment 1: testing for conjoint tuning for holistically perceived faces

SUBJECTS. Sixteen subjects between the ages of 18 and 35 yr with normal or contact-corrected vision were recruited from local universities. An additional four subjects were excluded because of excessive head motion or failure to show main effects of adaptation (described below). In this and all subsequent experiments, informed consent was obtained from all subjects, and procedures followed institutional guidelines and the Declaration of Helsinki.

STIMULI. Two neutral faces (266 × 360 pixels, subtending 5.7 × 7.6° of visual angle) from the NimStim stimulus set (Tottenham et al. 2009) were used to make four endpoint faces varying along eye and mouth dimensions (Fig. 1A, green boxes). Morphs between these endpoint faces were combined with the base features to create the final experimental stimuli varying by eye and mouth features (Fig. 1A, dashed lines). Stimulus transitions consisted of either Pure (Fig. 1A, blue lines) changes along a single axis (e.g., mouth only) or Composite changes along both eye and mouth axes (Fig. 1A, red lines).

The stimuli were designed so that the summed, composite stimulus changes (50% eye + 50% mouth) would be equal at a low perceptual level to a full, pure stimulus change (100% eye or 100% mouth). We tested for this property in two ways. First, a perceptual discriminability task run separately in six different subjects found no differences between the Pure and Composite transitions in accuracy [Pure = 93.1 ± 2% (SE), Composite = 95.0 ± 1.2%] or reaction time (Pure = 1.27 ± 0.22 s, Composite = 1.26 ± 0.22 s). The similarity of the face images was also assessed using a computational model of V1 cortex, consisting of Gabor filters of varying scales and orientations (Reninger and Malik 2004). The computed dissimilarity between pairs of stimuli that differed in a single feature (Pure: 0.017) was essentially the same as that computed for pairs of stimuli that differed in both eyes and mouth (Composite: 0.016).

PROCEDURE. The experiment consisted of five runs, during which subjects saw a steady stream of stimuli consisting of the four faces
A HARRIS AND G. K. AGUIRRE

MRI SCANNING. Scanning was performed on a 3-T Siemens Trio using an eight-channel surface array coil. Echoplanar BOLD fMRI data were collected at a TR of 3 s, with $3 \times 3 \times 3$ mm isotropic voxels covering the entire brain. Head motion was minimized with foam padding. A high-resolution anatomical image (3D MPRAGE) with $1 \times 1 \times 1$ mm voxels was also acquired for each subject. Visual stimuli were presented using an Epson 8100 3-LCD projector with Buhl long-throw lenses for rear-projection onto Mylar screens, which subjects viewed through a mirror mounted on the head coil.

MRI PREPROCESSING AND ANALYSIS. BOLD fMRI data were processed using the VoxBo software package (http://www.voxbo.org/). After image reconstruction, the data were sinc interpolated in time to correct for the fMRI acquisition sequence, motion corrected, transformed to a standard spatial frame (MNI, using SPM2; http://www.fil.ion.ucl.ac.uk/spm), and spatially smoothed with a 2-voxel full-width half-max (FWHM) three-dimensional (3D) Gaussian kernel. Within-subject statistical models were created using the modified general linear model (Worsley and Friston 1995). Experimental conditions were modeled as delta functions and convolved with an average hemodynamic response function (Aguirre et al. 1998). Nuisance covariates included effects of scan, global signals, and spikes in the data caused by sudden head movement.

In contrast with traditional paired adaptation methods (Henson 2003), in the continuous carry-over approach, each stimulus serves as both adaptor and test for the other stimuli in the sequence. The relationship of each stimulus to the preceding stimulus forms the basis for the covariates of interest (Aguirre 2007). By design, there were six possible transitions between stimuli: either changes along a single axis (eye or mouth) or changes along both eye and mouth axes. Covariates therefore included six conditions based on stimulus change transitions: two Pure changes along eye or mouth (e.g., E0M50 ↔ E100M50 or E50M0 ↔ E50M100) and four Composite changes along both eye and mouth axes (E0M50 ↔ E50M0, E50M0 ↔ E100M50, E100M50 ↔ E50M100, E50M100 ↔ E0M50). Modeling also included covariates for repeats, target trials, and trials immediately after targets. Blank trials and trials after blank screens served as the reference condition.

The direct effect of stimulus identity on BOLD signal amplitude was modeled using a covariate for each stimulus identity (E0M50, E100M50, E50M0, E50M100) and the target stimulus. Blank trials and trials after blank screens again served as the reference condition.

Anatomical regions of interest (ROIs) were defined individually for each subject using a separate blocked localizer experiment with face, scene, object, and scrambled noise conditions. Left and right regions anatomically corresponding to the FFA were manually selected within the ventral occipito-temporal region using the contrast of faces versus scenes.

![Fig. 1. Methods for the experiments. A: 4 endpoint faces (green boxes) varying along eye and mouth dimensions were morphed to create the experimental stimuli, which have equal 50% differences in both eye and mouth dimensions. Signal recovery in functional MRI (fMRI) was measured for stimulus transitions either along a single axis (e.g., mouth only), so-called “pure” transitions (blue), or “composite” changes along both eye and mouth axes (red). Because the original stimulus images used in the experiment were not approved for publication, example faces are shown in the figure. B: sample fMRI sequence. The measure of interest was the differential adaptation of the fMRI response for Pure vs. Composite stimulus transitions from the previous face. Subjects were not explicitly informed of the stimulus space arrangement or the transitions of interest and were instructed to monitor for the appearance of a target face. C: analyses focused on the fusiform face area (FFA) in left and right hemispheres, functionally defined in each subject from an independent localizer scan. These maps reflect the overlap of FFA across subjects ($n = 16$), shown atop the average of the registered anatomical images across subjects.](image-url)
scenarios, with a threshold of $t \geq 3.5$. Across 16 subjects, the average size of the FFA ROIs was $102 \pm 37$ voxels of $3 \times 3 \times 3$ mm in volume. Anatomically determined area V1 regions of interest were defined using the topology of the cortical surface for each subject (Hinds et al. 2008) and the FreeSurfer software package (http://surfer.nmr.mgh.harvard.edu/). Beta values extracted from these functionally and anatomically defined ROIs were used for statistical analyses.

Experiment 2: testing for independent tuning for misaligned face halves

SUBJECTS. Sixteen subjects between the ages of 18 and 35 yr with normal or contact-corrected vision were recruited from local universities. Seven of the subjects in experiment 2 also participated in experiment 1 in a separate session several months apart. An additional two subjects were excluded because of excessive head motion and self-reported sleepiness or discomfort. Unlike experiment 1, failure to show a main effect of adaptation was not used as a criterion for subject exclusion, because previous work failed to find adaptation effects for misaligned composite faces (Schiltz and Rossion 2006). An additional motivation is that we wished to retain the ability to test for adaptation to identical stimulus presentation. This was needed to provide a positive control for the expected negative finding of no difference in adaptation between pure and composite stimulus changes for misaligned faces. By including subjects regardless of their “main effect” of adaptation, we would still be able to test for the response to identical stimulus presentation, which would otherwise be biased by the exclusion criteria used in experiment 1.

STIMULI. Stimuli were identical to those used in experiment 1, with the sole change that top and bottom halves of the faces were misaligned (Fig. 3A). The misaligned stimuli subtended $8.4 \times 7.6^\circ$ of visual angle.

PROCEDURE. Experimental procedure, scanning parameters, and fMRI analysis were identical to experiment 1. Performance on the target detection task during scanning was comparable to experiment 1 (mean $d' = 2.71$, SD = 0.44, range = 1.90–3.18).

Experiment 3: a positive test for part-based tuning

SUBJECTS. Five subjects between the ages of 18 and 35 yr with normal or contact-corrected vision who participated in experiment 1 also participated in this experiment in a separate scanning session conducted 5 days (1 subject) to >1 mo (4 subjects) after experiment 1.

STIMULI. Stimuli were generated in a similar fashion to those in experiment 1, with the major difference that they were selected to have an asymmetric geometry within the stimulus space (Fig. 4A). Whereas the original stimuli were equidistant from one another along either the eye or mouth axis, the asymmetric stimulus space had a major axis consisting of an 87% change in one feature and a minor axis with a 50% change in the other feature. Subjects were tested with all four versions of this asymmetric stimulus space (k1–k4). As expected from the stimulus space arrangement, a Gabor filter, V1 model applied to the stimuli showed larger pixel-wise distances in the major axis of the Composite change compared with the Pure change ($0.021$ vs. $0.017$). However, a perceptual discriminability task run separately in six different subjects found no differences between the Pure and Composite transitions in accuracy (Pure = 95.0 ± 1.1%, Composite = 97.3 ± 1%) or reaction time (Pure = 1.16 ± 0.07 s, Composite = 1.16 ± 0.07), showing no large behavioral disparities in processing of these stimuli. Subjects were never explicitly exposed to the arrangement of the faces within the stimulus space.

PROCEDURE. Experimental procedure, scanning parameters, and fMRI analysis were similar to experiment 1, with the one difference that modeling of the composite stimulus transition was further subdivided along the long and short arms of the space. By design, only the comparison of the long arm of Composite changes versus the Pure feature change axis was informative as to the nature of the stimulus space representation (Fig. 4B). Therefore for this stimulus space, Composite stimulus transitions only along the long arm were of interest. Behavioral performance on the target detection task was similar to that in the previous experiments (mean $d' = 2.52$, SD = 0.58, range = 1.92–3.22).

RESULTS

Experiment 1: testing for conjoint tuning for holistically perceived faces

As described above, fMRI adaptation may be used to test whether stimulus changes are represented by the independent activity of separate neural populations or conjoint coding within a single group of neurons (Drucker et al. 2009). In our first experiment, we applied this general principle to the specific case of whole versus part-based coding of faces.

To do so, we created faces varying along two axes of eye and mouth identity (Fig. 1A). These faces were presented to subjects in a continuous, counterbalanced stream during fMRI scanning while subjects monitored for the appearance of an unrelated target face (Fig. 1B). Thus the paradigm allows measurement of automatic, task-unrelated neural tuning to the dimensions of eye and mouth identity. (Note that subjects were never exposed to the original eye and mouth identities or explicitly informed of the stimulus space geometry.)

Of key interest for our analysis were the responses of left and right FFA (Fig. 1C) to Pure stimulus transitions along a single axis (e.g., mouth or eyes only; Fig. 1A, blue line) versus Composite transitions involving change to both eye and mouth identity (Fig. 1A, red line). Depending on whether these stimulus dimensions are coded conjointly or independently, we would predict different patterns of fMRI signal recovery.

Specifically, neural populations tuned to individual face parts or whole faces will show different degrees of adaptation for different stimulus transitions (analogous to behavioral studies of integral and separable perception; Shepherd 1964). Separate populations of neurons tuned to represent different face parts independently will treat half-step composite changes additively, producing equal recovery from adaptation for Pure and Composite transitions (Fig. 2A, right). In contrast, if neurons are tuned to represent the entire face (conjunct or holistic coding), half-step composite changes will be subadditive, resulting in greater recovery from adaptation for Pure change (Fig. 2A, left). In the model presented for Fig. 2A, an example neural distance that perfectly reflects “integral” perception is considered, implying a Euclidean measure of dissimilarity of the stimuli (Shepherd 1964). In practice, a significantly subadditive recovery from adaptation is sufficient to reject the hypothesis of separable (part-based) neural representation (appendix A of Drucker et al. 2009).

Measured recovery of the fMRI signal in the right and left FFA is shown in Fig. 2B. Comparing Pure and Composite stimulus transitions, we see different patterns of adaptation in the two hemispheres. There is no difference between Pure and Composite changes in the left FFA, whereas the right FFA
The recovery from adaptation associated with Pure stimulus transitions was greater for the eye change compared with the mouth change [0.65 vs. 0.48% signal change; \( F(1,15) = 6.7, P = 0.02 \) in both left and right hemispheres (interaction of effect with hemisphere: \( F < 1 \)). This is consistent with prior work showing the greater perceptual salience of the eyes (Langton et al. 2000). Importantly, however, this greater salience of the eye dimension does not affect our inferences regarding conjoint versus independent neural tuning. Simulations have shown that unequal perceptual salience cannot lead to erroneous measurement of subadditive neural responses (Drucker et al. 2009). This insensitivity to the unequal salience of the perceptual axes may be appreciated through a geometric intuition: although “stretched” from a square to a rhombus, the sides of the space defined by the four stimuli still obey L2 metric norms. That is, composite stimulus changes still have a Euclidean distance in conjoint coding, and additive distance in independent coding, when one axis is longer than another. Consistent with this, the BOLD signal response to the four different composite transitions was quite similar [combining the left and right FFA, mean percent signal change (±SE): E0M50 ↔ E50M0 = 0.58 (0.06), E50M0 ↔ E100M50 = 0.38 (0.08), E100M50 ↔ E50M100 = 0.55 (0.05), E50M100 ↔ E0M50 = 0.51 (0.06)], with minimal departure from a rhomboid stimulus-space geometry.

The measurement of adaptation that was used here can be complicated by differences in the magnitude of the response that are independent of presentation history (direct effects; Aguirre 2007; Drucker et al. 2009). Therefore we tested for differences in the average response to each of the four face stimuli independent of adaptation effects. No differences were found overall or in either hemisphere (all \( F < 1 \)), confirming this assumption of the test for independent versus conjoint neural coding. There was a highly significant main effect of hemisphere \( [F(1,16) = 14.6, P = 0.002] \), reflecting a lower response in the left hemisphere FFA across all facial identities (percent signal change: right, 0.84; left, 0.58).

Given this overall difference in response between the left and right hemispheres (evident in Fig. 2B), the lack of differential Pure versus Composite adaptation in the left FFA could reflect less response to the stimuli rather than qualitative differences in neural tuning. However, this explanation seems unlikely. Comparing Pure change versus identical repetition, the strongest adaptation case, we see similar ranges of percent signal change for the right (0.7 – 0.43 = 0.28%) and left (0.43 – 0.23 = 0.2%) hemispheres. Thus whereas there is a general disparity in the strength of the response between the left and right FFA, it does not seem to account for the differential pattern of adaptation reported here.

Is this pattern of differential activation specific to the FFA? Because we ultimately wish to make inferences about the neural basis of face perception, it is important to ensure that our results are regionally specific and not replicated in areas without tuning to faces. To examine this question, we also measured the adaptation effect for voxels with positive activations in V1, associated with foveal retinotopic representation. Across the three adaptation conditions and two hemispheres, we failed to find any significant effects (all \( F < 1 \)). Comparing
the direct effects of identity at V1 also showed no significant effects (all $F < 1$). Based on these data, it is unlikely that the qualitative differences in neural tuning measured at the FFA are caused by a general pattern of adaptation across even non–face-selective visual areas.

Therefore this first experiment confirms that measurement of the metric of neural adaptation to combined and isolated stimulus changes is capable of replicating past findings of part and holistic processing within the left and right fusiform face areas. In two additional experiments, we used this method to probe whether the right FFA represents parts and wholes, as suggested by our previous work (Harris and Aguirre 2008). Our second experiment examines the effect of misaligning the top and bottom halves of the face, a manipulation that has previously been shown to reduce holistic processing (Young et al. 1987).

**Experiment 2: testing for independent tuning for misaligned face halves**

In this experiment, we tested whether the right FFA represents faces in an exclusively holistic manner. Although a number of studies have found holistic processing in this area (Schiltz and Rossion 2006; Yovel and Kanwisher 2005), recent data suggest that it may also carry information about face parts (Schiltz and Rossion 2006; Yovel and Kanwisher 2005), recent experiments may therefore be plausibly related to a switch from holistic to part-based processing.

To do so, we used a manipulation previously shown to reduce holistic processing: misalignment of top and bottom halves of the face (Fig. 3A). Previously used to show reduced interference in the composite face effect (Young et al. 1987), misalignment of face halves has also been used in an fMRI adaptation paradigm by Schiltz and Rossion (2006). Their failure to find significant adaptation effects for misaligned faces within the right FFA has supported the role of this region in holistic processing of faces.

In this experiment, we used misaligned faces in the same continuous carry-over design used in experiment 1. Given the differential predictions in terms of fMRI signal recovery for Pure versus Composite changes (Fig. 2A), we can ask whether misalignment affects the neural tuning for the right FFA. Specifically, if the right FFA is a dedicated holistic processor, we would expect to find no significant adaptation effect for either Pure or Composite stimulus transition, in line with prior results (Schiltz and Rossion 2006). On the other hand, if the right FFA represents parts and wholes, we would predict a shift in neural tuning from holistic to part-based, with equal recovery from adaptation for Pure and Composite stimulus transitions.

In fact, subjects show clear recovery from adaptation for both Pure and Composite stimulus transitions (Fig. 3B). A repeated-measures ANOVA with hemisphere (right/left) and stimulus transition (Pure/Composite/Repeat) as factors likewise showed a significant main effect of stimulus transition ($F(2,15) = 12.5, P = 0.0001$). Simple effects analysis found significant differences between both Pure versus Repeat [$F(1,15) = 17.1, P = 0.001$] and Composite versus Repeat [$F(1,15) = 20.6, P = 0.0004$]. In contrast, a two-way ANOVA with hemisphere and Pure/Composite stimulus transitions as factors showed no significant effect of stimulus transition and no significant interaction of stimulus transition and hemisphere ($F < 1$). The absence of a difference in response between the Pure and Composite stimulus transitions supports part-based tuning (i.e., neural populations independently tuned to eye appearance and mouth appearance).

Within the right hemisphere, this pattern of results is different from that seen for the aligned faces in experiment 1. Indeed, an ANOVA with hemisphere and stimulus transition as within-subject factors and alignment of faces (aligned/misaligned) as a between-subjects factor showed a significant three-way interaction of hemisphere, stimulus transition, and alignment [$F(1,23) = 4.2, P = 0.05$; df adjusted for 7 subjects common to both experiments]. Therefore these data support the idea that the right FFA either contains both independently and conjointly tuned neural populations for the stimulus dimensions of eye and mouth identity or that neural populations within the right FFA can dynamically alter tuning to encompass individual face parts or face wholes.

The data from experiment 2 also support the finding of holistic processing in the right FFA in experiment 1 by eliminating an alternate explanation for the result. The physical (pixel-wise) differences between the stimulus transitions were identical in the two experiments. The interaction of the stimulus manipulation (splitting the face) with the switch from conjoint to independent neural tuning between the two experiments may therefore be plausibly related to a switch from holistic to part-based processing.

A potential limitation to this inference is the reliance, in both experiments 1 and 2, on a null result to support part-based neural tuning. The three-way interaction of hemisphere, stimulus transition, and alignment does suggest that this result is meaningful. Additionally, the presence of recovery from adap-
tation compared with repeat trials suggests that sufficient sensitivity is present. Nonetheless, we wished to show part-based neural tuning via a positive, rather than negative, finding. We addressed this issue in a third experiment, in which the geometry of the stimulus space was altered such that a positive effect would be predicted for part-based neural tuning in the FFA.

**Experiment 3: a positive test for part-based tuning**

In this experiment, we sought to extend the previous findings by showing part-based neural tuning via a positive, rather than null, result. To do so, we used an asymmetric version of the stimulus space developed in experiment 1 (Fig. 4A). Whereas the original stimulus set varied by 50% along the eye and/or mouth dimensions that comprised the artificial stimulus space, the asymmetric stimuli instead varied by 87% along one axis (major axis) and 50% on the other (minor axis). Subjects saw four different asymmetric stimulus sets (k1–k4), each with the major axis shifted in a different direction. As in experiments 1 and 2, subjects were never explicitly informed of the geometric arrangement of the stimuli in the space.

Why perform this manipulation of stimulus space symmetry? As shown in Fig. 4B, a key feature of the asymmetric stimulus set is the differing predictions from experiment 1. The choice of an 87% difference along the major axis implies that holistic processing would produce equal fMRI signal recovery to Pure and Composite stimulus transitions [Euclidean distance: \( \sqrt{0.87^2 + 0.5^2} \approx 1 \); Fig. 4B, left]. In contrast, if neural tuning is part-based, the additive responses to eye and mouth dimensions would result in a greater fMRI signal for Composite, as opposed to Pure, stimulus transitions \( 0.87 + 0.5 = 1.4 \); Fig. 4B, right). Thus this asymmetric stimulus space allows us to potentially reject the hypothesis of holistic processing by obtaining a positive result.

Results from five subjects who had participated in experiment 1 are shown in Fig. 4C. The left FFA shows significantly greater recovery for composite relative to Pure stimulus transitions \([t(4) = 3.3, P = 0.03, 2\text{-tailed}]\), again indicating that this region represents faces in a part-based manner. However, surprisingly, the right FFA also shows a larger response to Composite versus Pure stimulus transitions \([t(4) = 4.5, P = 0.01, 2\text{-tailed}]\), consistent with part-based neural tuning. This pattern differs from that seen in the same subjects in experiment 1, where the right FFA had greater signal recovery for Pure relative to Composite stimulus transitions, in line with holistic representation. A repeated-measures ANOVA confirmed that this interaction was significant \([F(1,4) = 24.5, P = 0.008]\).

Some caution is necessary in interpreting this result, given both the small number of subjects \((n = 5\) compared with \(n = 16\) in the previous 2 experiments) and the prior participation of these subjects in experiment 1. However, the finding of highly significant main and interaction effects—even with only 4 df—supports the idea that these results reflect meaningful changes in neural tuning rather than a false-positive result. Why do we find such significant results in experiment 3 compared with the preceding experiments? One possibility is that the larger differences between stimuli compared with experiment 1 \((0.021 \text{ vs. } 0.016\text{ pixel-wise difference, Composite change})\) may have resulted in an increased effect size, and consequently, more significant results with a smaller sample size.

Another issue, that participation in experiment 1 may have introduced biases affecting the results of experiment 3, is also unlikely to fully explain these results. In experiment 1, the right
FFA response in the same five subjects was overwhelmingly holistic, with significantly greater recovery for Pure relative to Composite transitions \( t(4) = 5.2, P = 0.007 \). From findings such as the whole-over-part superiority effect (Tanaka and Farah 1993), it is known that prior learning of a holistic context hinders part-based processing. Hence it is unclear why one would necessarily predict a bias in the opposite direction, toward part-based processing, in experiment 3. The subjects’ greater familiarity with the stimulus space likewise does not explain the direction of the effect, because familiarity has been shown to lead to greater holistic processing (Buttle and Raymond 2003). Therefore these results are unlikely to reflect bias or familiarization within subjects. Indeed, by reducing the variance of effect estimates, the use of repeated measures within subjects increases the statistical power of our experiment.

Thus using an asymmetric stimulus space, we measured a positive result consistent with part-based, or independent, neural tuning. In the case of the left FFA, this finding agrees both with the data from the previous two experiments, which both showed left FFA activation in line with predictions for part-based processing, and with previous work implicating this region in part-based representation of faces (Yovel and Kanwisher 2004).

However, we found a similar pattern in the right FFA, at odds with both existing studies (Schiltz and Rossion 2006; Yovel and Kanwisher 2005) and with the pattern of fMRI signal recovery seen in the same subjects in experiment 1. Instead, combined with the results from experiment 2, these data support the idea that the right FFA contains neural populations tuned both to face parts and whole faces. When holistic processing is reduced, as for unfamiliar faces (Harris and Aguirre 2008), or disrupted, for example by misalignment (experiment 2), part-based representations may contribute more heavily to encoding and recognition (Cabeza and Kato 2000; Lobmaier and Mast 2007).

**Discussion**

Despite the influence of the holistic hypothesis on theories of face perception, there is some evidence that face parts may also be represented independently, or in nonholistic linear combinations, within face-selective neural populations. For example, this data comes from intracranial recordings in monkeys (Freiwald et al. 2009; Perrett et al. 1982) and humans (McCarthy et al. 1999), but we have recently found compatible results in fMRI (Harris and Aguirre 2008). In particular, whereas the right FFA contributes heavily to holistic processing, this region nonetheless seems to contain part-based representations as well.

In these experiments, we further investigated this question using a continuous carry-over design (Aguirre 2007), which provides an efficient means of characterizing neural tuning as independent or conjoint (Drucker et al. 2009). This distinction, often applied in the realm of object recognition, maps readily onto the part-based/holistic dichotomy frequently discussed in the face perception literature.

We examined fMRI signal recovery for a set of faces varying along constructed dimensions of eye and mouth appearance (Fig. 1A). The neural distance metrics for part-based and holistic processing are different, with additive coding for independent part representation versus subadditive (e.g., Euclidean) responses for conjoint coding. Importantly, we can predict different patterns of neural recovery depending on whether the FFA contains part-based or holistically-tuned neural populations.

Using this method with our set of faces varying in eye and mouth identity, we found that, whereas the left FFA seems to represent the eye and mouth dimensions of the stimuli independently, the two axes are processed conjointly within the right FFA. Thus the right FFA seems to represent faces holistically, in keeping with previous reports (Schiltz and Rossion 2006; Yovel and Kanwisher 2004, 2005) and our own prior work (Harris and Aguirre 2008).

However, in our previous study, we found a similar right FFA response to face stimuli whether they could be processed holistically or only in terms of their parts (Harris and Aguirre 2008), suggesting that this region represents parts and wholes. To explore this question further, we used the same procedure as in the first experiment, but disrupted subjects’ holistic processing of the stimuli by misaligning the top and bottom halves of the face (Fig. 3A). Another study using this manipulation reported no significant recovery from adaptation for misaligned faces in the right FFA (Schiltz and Rossion 2006), leading the authors to conclude that this region processes faces holistically.

Our experimental results instead show significant recovery from adaptation for both Pure and Composite stimulus transitions (Fig. 3B). Furthermore, differences in signal recovery between these transitions were not significant, consistent with part-based neural tuning. Thus these data lend additional support to the idea that the right FFA contains neural populations tuned both to whole faces and their individual parts.

However, in this design, this inference depends critically on a negative result: the finding of no statistical difference between the Pure and Composite stimulus transitions. We devised another stimulus space for which the predicted pattern of adaptation would be reversed, with part-based neural tuning producing significantly greater fMRI signal recovery for the Composite versus Pure stimulus transition. This prediction was confirmed in both the left FFA, which had shown part-based processing in the preceding two experiments, and also, somewhat surprisingly, in the right.

This finding is all the more remarkable given that subjects were never explicitly exposed to the eye and mouth identities or their arrangement in the stimulus space. Indeed, during fMRI scanning, subjects performed an unrelated target detection task while viewing these faces. However, within the same subjects, the right FFA displayed holistic neural tuning in the first experiment versus part-based coding for the asymmetric stimulus space.

Together with previous work on familiarity and expertise, which has shown shifts from part-based to holistic processing (Baker et al. 2002; Buttle and Raymond 2003; Gauthier et al. 2003; Harris and Aguirre 2008), these data underscore the flexibility of neural representation. Although the exact mechanism is unclear, the switch from holistic to part-based encoding for these stimuli may reflect the more general ability of the visual system to extract the central tendency of stimulus distributions over time (Leopold et al. 2001; Posner and Keele 1968; Webster et al. 2004) and space (Clifford et al. 2007; Haberman and Whitney 2009). In this case, asymmetric distri-
bution of stimuli in terms of eye or mouth identity may serve as a cue to bias processing toward individual feature represen-
tations. The occurrence of such effects in the absence of explicit instructions, task demands, or, indeed, self-reported differentiation of the stimulus space geometry suggests that such effects need not require explicit attention.

Rather than reflecting a shift between cortical sites, this modulation occurred within a single region of the right fusiform gyrus. While supporting the special involvement of this area in holistic processing of faces (Schiltz and Rossion 2006; Yovel and Kanwisher 2005), these results argue against the idea of exclusive and invariant neural representation of face wholes. Instead, different neural representations seem to be flexibly engaged within this one cortical region.

Our findings join recent electrophysiological data, which suggest that face-selective cells in macaque IT cortex code information about both face parts and their combination into whole faces (Freiwald et al. 2009; Sugase et al. 1999). Although these different representations could occur across different neural populations, it is also possible that this information is carried within single neurons, perhaps via dynamic changes in receptive field size (Wörgötter and Eyssel 2000) or varying signals at different latencies. Supporting the latter idea, Sugase et al. (1999) reported that single neurons within the inferotemporal (IT) cortex are capable of conveying different scales of facial information at different latencies, with global information about category (face vs. shape) preceding fine distinctions based on identity and expression.

Alternatively, Freiwald and colleagues report that individual neurons are tuned to the axes of a parametric face space rather than holistic exemplars. Holistic processing instead affects neural firing by increasing the gain of these feature tuning curves. Along with the work of Sugase et al. (1999), these findings are of clear relevance to our own results, suggesting means by which neural tuning to parts and wholes observed in right fMRI may be related. However, because some of the most predominant feature axes in Freiwald et al. (2009) correspond to configural or layout cues (e.g., aspect ratio, inter-eye distance), which were not manipulated in this study, we must remain cautious in drawing direct parallels between these results.

A related limitation of our study is that we sampled only a small portion of “face space.” The stimuli used were driven by both the constrained nature of the experimental question and the limits of subjects’ sensitivity. For the natural stimulus dimensions used here, pilot data showed that subjects had difficulty discriminating smaller changes in face parts, whereas realistic larger changes to the endpoints are limited by physical restrictions on facial anatomy. Future experiments could conceivably work around these issues by using cartoon-like feature dimensions that allow greater variation between stimuli and conceivably work around these issues by using cartoon-like feature dimensions that allow greater variation between stimuli and among stimulus dimensions, as in Freiwald et al. (2009) or Loffler et al. (2005).

In our previous studies of conjoint and independent neural tuning with fMRI adaptation, a stimulus space composed of 16 separate samples was used (Drucker et al. 2009). A consequence of using a reduced number of samples from the space is that the test for conjoint neural tuning may potentially be biased by nonlinearities in the transform of neural activity to the BOLD fMRI signal (Drucker et al. 2009). This concern is minimized in this study, however, because the measured neural tuning was found to vary in the predicted manner in the same cortical region with a change in the stimulus properties (the right FFA in experiments 1 and 2) and between homologous cortical regions that differ in hemisphere (the right and left FFA in experiment 1). Because neuro-vascular coupling would not be expected to be different under these circumstances, a failure of linearity could not explain these results. Additional assumptions of the model include a monotonic relationship between changes in stimulus similarity and recovery from adaptation (supported by previous fMRI studies of face similarity; Jiang et al. 2006; Rothstein et al. 2005) and near-equivalence of the amplitude of neural response to the different stimuli from the space (confirmed in our data).

In conclusion, we used fMRI to examine neural tuning for face parts and wholes. Consistent with previous work implicating the left hemisphere in part-based processing (Parkin and Williamson 1987), the left FFA response reflected part-based neural tuning across all experiments. In the right FFA, in contrast, holistic tuning was seen for whole faces, but this region also showed part-based coding when holistic processing was disrupted by misalignment or reduced using an asymmetric stimulus space. Changes in neural tuning for asymmetric stimulus spaces measured in fMRI suggest that the nature of such tuning is markedly flexible and may be dynamically modulated by changing sensory information over time.
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Why does picture-plane inversion sometimes dissociate face representations in the human fusiform gyrus? Evidence suggests that this phenomenon may be due to the unique processing of whole and parts in this region. The representation of parts and wholes in face recognition is a critical aspect of how we perceive facial identity. In a recent study, researchers explored the neural mechanisms underlying these processes.
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