Trial-to-Trial Variability of Spike Response of V1 and Saccadic Response Time
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The activity of single neurons in the primary visual cortex (V1) shows a considerable variability in spike activity for repeated presentations of an identical visual stimulus (Schiller et al. 1976; Tolhurst et al. 1983; Vogels et al. 1989). Numerous studies have dealt with the source and functional significance of response variability. The variability of V1 activity may be explained by several factors, such as coherent fluctuations in membrane potential preceding the onset of a stimulus (Azouz and Gray 1999), on-going cortical activity reflecting the instantaneous state of cortical networks (Arieli et al. 1996; Kenet et al. 2003; Tsodyks et al. 1999), or stochastic properties of V1 neuron itself, such as intrinsic noise in thresholding for spike generation (Carandini 2004; Mainen and Sejnowski 1995; Schneidman et al. 1998; but see Fellous et al. 2004). Because spike trains of neurons in V1 are thought to relay stimulus information to motor areas responsible for visually guided behaviors such as saccadic eye movements, V1 seems to be a good place to test the role of spike variability for functional significance in visually guided behaviors. In this regard, a recent study examined the roles of V1 activity and found significant trial-to-trial covariation between V1 firing rate and behavioral choices of monkeys that were trained to detect a visual target of varying contrast that appeared in 50% of trials at a fixed position and to indicate target presence by making a saccadic eye movement toward it (Palmer et al. 2007).

Considering that there is a variation in spike time as well as firing rate (FR), an interesting question arises: does variability in neural latency (NL) or FR of V1 response correlate with behavioral latency as measured by saccadic response time (RT)? Neural correlates of RT variability have usually been sought beyond V1. For example, correlation with RT variability in visually guided saccade tasks was sought in neural activity in the frontal eye field (FEF) (Hanes and Schall 1996). It was found that RT variability was related to postperceptual motor activity but not to NL of FEF neurons (Thompson et al. 1996). In a related study on motion detection, RT was correlated with NL of the ventral intraparietal (VIP) areas but not with NL of the middle temporal (MT) area (Cook and Maunsell 2002). Thus it appears that NL and FR of cortical areas are variably related to RT.

Regarding covariation between NL of V1 and RT, two predictions can be contrasted. On one hand, trial-to-trial variability of NL, determined by the first spike time of response to visual target, may simply reflect noise fluctuating around the mean FR of V1 responses. Pooling spikes of V1 single neurons at downstream stages recovers FR by reducing this noise, and thus NL variability is uncorrelated with RT. Alternatively trial-to-trial variability of NL could be transmitted intact throughout subsequent processing stages up to saccade initiation, and NL may then vary with RT on a trial-to-trial basis. Thus the trial-to-trial variability in RT is inherited in part from V1 variability, and the origin of response variability can be traced from early sensory stages (Osborne et al. 2005). In the current study, we tested whether trial-to-trial variability of NL of V1 is correlated with that of RT in trained monkeys while they detected and made a saccade toward a stimulus appearing at one of multiple potential locations.

METHODS

Animal preparation

Two male Macaque monkeys (IR, a 6-yr-old Cynomolgous, and CR, a 5.5-yr-old Rhesus) participated in the current study. These monkeys were bred for research purposes and were housed in a dedicated colony for neurophysiology experiments. All experimental procedures were approved by the Seoul National University Animal...
Care and Use Committee and conformed to the U.S. National Institutes of Health guidelines. No cataretic, retinal pathologies, or optic nerve head abnormalities in either monkey were observed with a slit lamp microscope and an indirect ophthalmoscope.

After several months of adaptation to the experimental environment, the animals underwent aseptic surgical procedures required for behavioral training and neural recording. They were first tranquilized with an injection of ketamine hydrochloride (5 mg/kg im; Yuhan), and given 0.1 mg im of atropine sulfate (Jel Pharmaceutica). For prolonged anesthesia thereafter, sodium thiopental (Choongwae Pharmaceutical, 0.5 mg · kg⁻¹ · h⁻¹) was injected through an intravenous catheter placed in a vein of a hind leg. Body temperature was maintained around 37°C with a regulated heating pad. A scleral search coil made of three turns of 40 G multi-strand stainless-steel wire insulated with Teflon (Cooper Wire CA) with a diameter of 14–15 mm was implanted under the conjunctiva (Judge et al. 1980). The impedence of the coil was 70–90 Ω. For restraining the head, a cylindrical titanium post was mounted on the skull with the aid of a few custom-made titanium bolts whose thin heads were positioned underneath the skull, four to eight titanium bone screws, and bone cement containing an X-ray opaque synthetic resin (Palacos R, Bimert Merck Cementing Technologies AB) mixed with antibiotic powder. The head post was positioned on the skull at AP −10 mm, ML 0 mm in a Horsley-Clarke stereotaxic frame (David Kopf Instruments). Custom-made titanium recording chambers (20 mm OD; height 10 mm) were implanted on the skull in the initial surgery, or in another surgery after 2–4 wk of behavioral training with the aid of the aforementioned bone cement. Two recording chambers were positioned as far posterior as possible but above the occipital ridge of the skull, in symmetric positions about the midline. At these positions, the major axis of each chamber was tilted posteriorly ~60° from the vertical, and the underlying V1 represented lower visual space. For the first 3 days of postoperative care, antibiotic ophthalmic ointment (tetracycline, Pfizer) was applied to the eyes, antibiotic (cefazoline, 25 mg/kg, Jong Geun Dang) and antiinflammatory and analgesic (ketoprofen, 0.3 ml·kg⁻¹·day⁻¹, Uni Chemicals) injections were given.

One or 2 days before the first recording session, a craniotomy was performed. Under ketamine anesthesia, a small piece of skull (~4 mm diam) inside the recording chamber was removed, the dura exposed, and a small amount of antibiotic [mupirocin (Bactroban), Hanall] applied. The inside of the recording chamber was protected by a sterilized teflon cap tightly fit to the chamber. After the craniotomy, the dura was cleaned and thinned under light sedation (5 mg/kg ketamine hydrochloride) 5–17 h before each recording session, which greatly facilitated microelectrode penetrations. The thinning procedure typically took 10–20 min, and the animal started moving ~20 min after ketamine injection and was fully recovered from anesthesia by the time recording sessions started.

Animal training

After recovery from surgery, the animal was trained with its head restrained to make saccadic eye movements toward visual stimuli (Gabor patches) that were presented on a computer monitor. The target duration and contrast were systematically decreased from 300 to 50 ms, and from 90 to 0.5%, respectively, as the animal’s performance improved. Correct movements were rewarded with a few drops of fruit juice delivered through a computer-controlled solenoid valve.

Eye positions were calibrated in two stages before each experiment using pursuit and fixation routines. A small image icon such as a banana or apple (0.38 × 0.38°) was used to determine the gain and offset of the eye position signal. It moved at a constant speed horizontally from −10 to +10° for 4 s, and vertically from −5 to +10° for 3 s. If the monkey’s eye tracked the stimulus correctly, a juice reward was intermittently given. During horizontal tracking, the vertical offset was determined, and during vertical tracking the horizontal offset was determined. After tracking was completed, horizontal or vertical eye positions were displayed, and the gain of the monitoring system adjusted until the pursuit gain (horizontal or vertical pursuit velocity divided by target velocity) was unity. Then, the gain and offset were further adjusted with the fixation routine, in which the same stimulus was sequentially presented at predetermined locations along the horizontal (−10, −5, 0, 5, 10) and vertical (−5, 0, 5) meridians with intertrial intervals of 1 s. The monkey was trained to follow the target for a juice reward that was delivered when the eye entered an electronically defined circular window with a radius of 0.5–2° around the target. Positions of the eye and target were displayed on a computer monitor, and when the eye and target position overlapped, a key was pressed to adjust the offset of calibration. The relationship between the voltage of the eye position signal and the angular gaze direction was assumed to be linear.

RT was determined in the following way. Signals related to horizontal and vertical eye positions were initially sampled at 25 kHz. These signals were down-sampled with a boxcar averaging with a window of 50 ms at 500 Hz and then differentiated to produce eye velocities. Saccadic onsets, i.e., RT, and offset were defined at the times when the eye velocity rose above and fell below the velocity of 15°/s, respectively. We compared RTs determined with boxcar, Chebyshev, and Gaussian filters in three example cells and found that there were no significant differences in RT distributions across filters. The boxcar filter was chosen for the analysis.

Experimental procedures

The animal was seated on a monkey chair, modified for recording stability from a commercially available model (Primate Products) with the head restrained and positioned at the center of magnetic field. The Teflon cap was removed from the recording chamber, and the inside of the chamber cleaned with sterile saline. In each recording session, extracellular single-unit activity was recorded from the primary visual cortex (V1) with one to three quartz-insulated platinum-tungsten microelectrodes (Thomas Recording). The microelectrodes were advanced with a five-channel minimdrive (Thomas Recording). The nominal diameter of the electrode was 80 μm, including insulation. The electrode typically had an impedance of 1–4 MΩ at 1 kHz. The microdrive was equipped with one to three microstimulators and fitted to the recording chamber. Then guide tubes were lowered through the cranioitomy until they just contacted the dura. Melted agarose (Aagarose LE, SeaMatrix, 1.5% in saline) was cooled to 37° and applied around the guide tubes to promote recording stability. The microdrive moved each electrode independently in steps of 1 μm.

The computer (Master) for stimulus presentation (Intel 3.0 GHz, memory: 2 GB) used two monitors, one for presenting stimuli and the other for controlling the experimental paradigm. The stimuli were presented on a gamma-corrected 24-in flat CRT monitor (Sony GDM-FW900, 800 × 600 pixel at a refresh rate of 100 Hz) by computer programs written in Matlab (The Mathworks) using Psychophysics Toolbox (Brannard 1997; Pelli 1997). Another computer (Slave) was used to store and display data. The Master instructed the Slave when to start A/D of signals related to the eye position, neural activity, experimental status generated by the Master and stimulus onset time provided by a photodiode facing the stimulus monitor. All these signals were digitized at the rate of 25 kHz with a resolution of 16 bit (National Instruments) with the aid of the DAQ Toolbox (the Mathworks). The Slave analyzed and displayed acquired data in real time. The Master also sampled eye position at a rate of 500 Hz for trial control. All timing information described in the following text was extracted from the data stored in the Slave.

Waveforms of spikes were extracted and sorted on-line based on spike duration and peak-to-peak amplitude to aid quantitative determination of receptive field (RF) properties such as position, size, preferred orientation, and spatial frequency. More rigorous sorting was performed off-line for quantitative characterization of single-unit activity. Although spikes were detected with consistent criteria, they
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could be contaminated from sources such as animal movements or overlapped spikes from different cells. For the purpose of filtering these contaminations, all valid spikes were superimposed first, and then a subset that intersected the user-defined voltage-time window was selected. After filtering, the waveforms of valid spikes were classified as belong to one, two, or three cells with a spike sorting algorithm based on principal component analysis and k-mean clustering, and Euclidean distances between each cluster were used to assign each spike to a suitable cluster (Lewicki 1998).

Each monkey participated 3–4 day/wk for the main recording sessions over a period of ~4 mo. Two behavioral tasks were used in the current study: a fixation task and a visual detection task. In the fixation task, the animal was required to maintain its gaze within an electronically defined window of 1.5° in radius centered about the fixation target at the center of the display, and receptive field (RF) properties were quantitatively characterized in an effort to find the optimal stimulus for a given cell prior to a visual detection task. Based on previous studies showing that V1 cells have Gabor-like RFs (Jones and Palmer 1987), we used cosine moving gratings to determine the RF properties of each cell. For initial qualitative RF mapping, the moving grating confined within a circular zone varied along eight dimensions: horizontal and vertical positions, diameter, spatial frequency, phase, orientation, luminance, and contrast. By listening to spikes on an audio monitor, we could approximate the best position, orientation, and spatial frequency. Then for a quantitative determination of RF, a stationary cosine grating confined within a circular zone was used with a forward correlation method in which gratings with varying dimensions were randomly presented for 200 ms in 6–10 repetitions with a gap period of 400 ms between gratings. Trials with same stimulus dimensions were sorted, and the associated spike activity was aligned on stimulus onset. Plots of spike raster and spike density function were displayed during the experiment. Mean FR was calculated for response magnitude from the poststimulus time period of 50–200 ms. Based on the response magnitude, tuning curves were plotted and fitted with a difference-of-Gaussians model by the least root mean squared error (Roberts et al. 2005; Sceniak et al. 1999). The model captured the shape of tuning curves better than a single Gaussian model. From the fitted model, optimal values of tuning were obtained. This procedure was repeated to derive the optimal values of the following dimensions in this order: horizontal and vertical positions, orientation, spatial frequency, and size. This order was found empirically to be most efficient.

In the visual detection task, the monkey first fixated a visual target at the center of the display and then made a saccadic eye movement toward a stationary Gabor stimulus with the orientation preferred by the cell under study (Fig. 1). The target stimulus appeared in one of two potential locations. For some sessions of monkey IR, the number of potential target locations was four. A tone (50 ms beep) signaled the start of a trial. The contrast (%) of the Gabor target was defined as (L_max - L_min)/(L_max + L_min) x 100, where L is the luminance of a point on the screen. Thus contrast could vary between 0 and 100%; contrast of 2, 4, 16, and 64% were employed. In monkey CR, neural responses to the 2% contrast target were weak, and only 4, 16, and 64% contrast stimuli were used. The fixation and Gabor targets were displayed on a gray background with a mean luminance of 1.79 cd/m^2. The position and contrast of the Gabor target were shuffled in a given block so the animal had no prior anticipation.

**Data analysis**

Invalid trials were discarded for off-line analyses. These included trials with unsteady fixation due to drift or jitter, multiple saccades toward the target, no saccade, a saccade with latency <40 ms or >600 ms, or an incorrect saccade made toward positions other than the Gabor target. About 12% of trials (4,074 of 33,722 trials) were discarded at this stage. From remaining 29,648 trials, invalid trials were further discarded for the following reasons. The variability in eye position during target presentation undoubtedly caused a variable response magnitude. Thus we excluded trials in which the eye was deviated >3 SD from the mean fixation position. After excluding these trials, 99% of mean eye deviations were <0.5°, indicating that the fixation locations in virtually all valid trials remained within a 0.5 × 5° window during the target presentations. Also, trials with RT, mean FR, or NL >3 SD from the mean value of each parameter for each stimulus condition were excluded from further analyses. At this stage, 12% of trials (3,615 of 29,648 trials) were further discarded, and 26,033 trials were taken as valid and used for subsequent analyses. At least 20 valid trials were obtained for each condition of stimulus contrast and target position for each cell.

Most V1 neurons did not show a reliable response to targets with 2% contrast, so in some recording sessions the target with 2% contrast was not used. To quantify the magnitude of visual response, a modulation index was defined as (peak activity – baseline activity)/ (peak activity + baseline activity), where peak activity is the maximal spike density during the poststimulus period of 0–200 ms, and baseline activity is the mean spike density during the period of 200 ms immediately preceding stimulus onset. A modulation index exceeding 0.3 was taken as indicating a reliable visual response and accepted for further analyses. This cutoff did not change the main results; no significant difference in Spearman simple correlation for NL or FR were found between with and without cutoff (260 contrast conditions from selected cells with modulation index > 0.3 vs. 295 conditions from all cells; 2 sample r-test, P = 0.98 for NL, P = 0.97 for FR50).

V1 activity can be measured in multiple ways, and different measures are thought to encode different aspects of the stimulus. For example, spike count or rate is related to the identity of the visual stimulus, whereas neural latency is related to stimulus contrast (Gawne et al. 1996b; Wiener and Richmond 1999). In the current study, the primary goal of the analysis was to relate measures of neural activity to saccadic latency. For this, we extracted two parameters: NL and FR.

**Determination of NL**

We defined NL as time from target onset to the time of the first spike of visual response, which in turn was defined from the spike density function as explained in the following text. Spike density
functions have traditionally been constructed to estimate the magnitude of spike activity by convolving the spike sequence with a Gaussian kernel function of a specific or variable SD (Richmond et al. 1990; Schall et al. 1995; Segraves and Park 1993) based on the assumption that a spike could have occurred at different times with the probability represented by the width of the Gaussian. However, this systematically underestimates neural latency by an amount depending on the width of the Gaussian function. To avoid this problem, the spike train was convolved with an asymmetric kernel function of the following equation (Thompson et al. 1996), where $t_g$ and $t_d$ are time constants for the growth (1 ms) and decay (20 ms) phases, respectively. The following procedures were used to extract the first spike time from the spike density function. First, for each trial, the baseline discharge rate was calculated over the 200-ms interval immediately preceding stimulus onset. The distribution of baseline rate was compiled across all trials for a given cell, and the mean ± SD of the baseline rate was obtained. Then for each trial, the time of peak spike density was localized in the interval from target onset to saccadic onset, and time was searched backward from this peak until the value of the spike density function was ≥1 SD above the mean baseline discharge rate and remained at this level for ≥5 ms.

Because NL can be ambiguous in single trials due to the sparse and noisy nature of spike sequences of V1, we cross-confirmed NL with Poisson spike train analysis (Hanes and Schall 1996; Legendy and Salcman 1985; Maunsell and Gibson 1992; Sanger 2002; Schnøsley et al. 1998; Thompson et al. 1996; Xu et al. 1999). This method basically determines the time about which FR changes significantly as governed by a Poisson probability distribution (Hanes et al. 1995). This method has been used for the primary visual cortex in the awake monkey to determine the latency of neural response evoked by a high-contrast stimulus (Maunsell and Gibson 1992), and as one method for confirming the validity of NL, we determined the neural latency based on the Poisson spike train method, following the procedures described by Hanes et al. (1995). Although the Poisson spike train analysis is a useful and reliable technique in detecting bursting activity, it resulted in more invalid trials in which NL was not localized for V1 activity in response to low-contrast visual stimuli (2 or 4%), even with the significance level relaxed as for nonbursting activity (Hanes et al. 1995). The number of trials in which neural latency was well determined was less with the Poisson spike train method than with first spike time based on spike density: 456 versus 779, 3,568 versus 6,294, 5,626 versus 8,030, and 6,425 versus 8,228 trials, for 2, 4, 16, and 64% contrast, respectively, or 41, 43, 30, and 22% less with Poisson spike train method. This difference led us to opt for the first spike time based on spike density for estimating NL. However, the distributions of NL obtained with the first spike time based on spike density and Poisson spike train analysis did not differ significantly within each stimulus contrast or for the overall mean (mean NL determined with spike density was 64.77 ± 17.08 and that with Poisson distribution was 60.11 ± 21.83, 2-sample t-test, $P = 0.12$). The NL for the highest contrast (64%) ranged from 34.80 to 82.84 ms, consistent with Palmer et al. (2007), who reported that 36 ms was the shortest latency associated with the highest-contrast targets in their visual detection paradigm. Unless otherwise indicated, NL means “first spike time” calculated by the spike density function.

**Difference in neural activity between earlier and later RT groups**

Neural latencies derived with the preceding methods occasionally did not match those judged from visual impressions of spike trains. Therefore we tried to confirm the relationship between NL and RT by examining the difference in neural response between earlier and later RT groups. For each cell, trials for each stimulus contrast were divided into shorter and longer RT groups with respect to median RT. Spike density functions were derived separately for two RT groups, and the start times of visual response (1 SD over the baseline activity calculated over all trials) was compared between these two RT groups.

**Determination of FR**

To estimate FR for a given trial, the spike density was first derived by convolving the spike sequence with the above-mentioned asymmetric kernel function, and FR was estimated from the mean spike density. As will be shown in the following text, NL was correlated with RT, and thus to derive a measure of FR independent of NL, we divided the mean spike density during the 50 ms immediately after NL was divided by this duration. We will refer to this FR as FR50 and use it as a measure of FR throughout the current paper. For another measure independent of NL, referred to as FR100, the FR of a trial was also derived from the mean spike density during an interval of 100 ms centered about the peak density divided by this duration.

**Contrast sensitivity**

Stimulus contrast is known to modulate the response and functional connectivity of V1 cells (Albrecht and Hamilton 1982; Nauhaus et al. 2009). Within the range of stimulus contrast used in the current study (2–64%), a logarithmic function provided an optimal description of the response (Fig. 3). As a measure of the sensitivity of each cell to change in stimulus contrast, we used the slope of contrast response function, $\text{contrast sensitivity}$, derived from a linear regression relating response magnitude to stimulus contrast, $r = Cs \times \log_{10}(\text{contrast}) + A$, where $r$ is FR50, $Cs$ is contrast sensitivity, and $A$ is a constant reflecting a minimum discharge rate. Thus contrast sensitivity is the magnitude of change in FR50 per log unit increase of stimulus contrast, reflecting a sensory signal of neural activity.

**Partial correlation analysis**

Changes in neural activity related to stimulus contrast enabled the evaluation of the sensory component of neural activity but confounded the relationship between neural activity and RT because stimulus contrast is related to both neural activity and RT. The correlation between neural activity and RT was analyzed within each contrast condition. Also the magnitude of correlation between mea-
ures of neural activity and RT was estimated with a partial correlation coefficient for pooled data combined over all contrast conditions. The distributions of RT, NL, and FR50 were positively skewed; the mean skewness of RT was 0.28 ± 0.74 and was significantly different from zero (1-sample t-test, \( P < 0.01 \)), that of NL was 0.55 ± 0.76 (\( P < 0.01 \)), and that of FR50 was 0.39 ± 0.48 (\( P < 0.01 \)) with no significant difference in skewness across contrast (Kruskal-Wallis ANOVA test comparing skewness, \( P = 0.06, 0.48, \) and 0.06 for RT, NL, and FR50, respectively). These results indicated that the distribution of each variable was contrast-independent and that data could be combined across contrast for further analysis. In the current study, all correlation and partial correlation coefficients were computed with the Spearman correlation, which makes no assumption regarding population distribution. Partial correlation analysis is aimed at finding a correlation between two variables while controlling for the contributions of confounding variables. In this study, partial correlation analysis was especially useful, as stimulus contrast is related to both RT and V1 activity (Fig. 3). Partial correlation coefficients were calculated between RT and NL and between RT and FR50.

Analysis of eye position

One potential source of the variability in spike response is variability in eye fixation during stimulus presentation from trial to trial (Gur and Snodderly 2006). To minimize fixation variability, we selected during off-line analysis the trials in which the eye position fell within a 0.5 × 0.5° window during target presentation as explained in the preceding text. However, the possibility remains that small variability in eye position at the time of stimulus presentation can influence the visual response of V1 neurons. To examine this possibility, we first performed a correlation analysis between eye movement parameters and V1 activity. The grand mean (±SD) of average eye velocity during the 50-ms target presentation across 101 cells was 0.86 ± 2.26°/s. The mean (±SD) Spearman correlation coefficient between the average eye velocity during the 50-ms target presentation and NL was 0.01 ± 0.18 and not significantly different from zero (1-sample t-test, \( P = 0.19 \)), and that between eye velocity and mean FR50 was 0.01 ± 0.20 (1-sample t-test, \( P = 0.25 \)). Similarly, the mean peak velocity of the eye during target presentation was 12.79 ± 7.89°/s, and it also showed near-zero correlation coefficients (0.02 ± 0.20, 1-sample t-test, \( P = 0.05 \) for NL; –0.00 ± 0.20, \( P = 0.70 \) for mean FR50). The effects of absolute distance between eye position and the fixation target during target presentation were also analyzed. The mean eye deviation was 0.27 ± 0.26°. The mean Spearman correlation coefficient between z-scores of eye deviation (eye deviation subtracted by the mean and divided by the SD) and NL was 0.01 ± 0.18 (1-sample t-test, \( P = 0.32 \)) and that between z-scores of eye deviation and FR50 was –0.00 ± 0.21 (1-sample t-test, \( P = 0.47 \)). These results indicate that eye movements during target presentation in our experimental condition were small and did not systematically influence V1 visual activity. We also examined the effects of phase deviation of the Gabor target caused by eye deviation from the center of the fixation target. When making a small eye movement, the phase of the stimulus would accordingly shift with respect to gaze line, inevitably resulting in a change in the activity of phase-sensitive neurons. Deviation of stimulus phase caused by gaze deviation from the center of fixation was determined from the horizontal and vertical eye positions during stimulus presentation and from the orientation and spatial frequency of the Gabor stimulus. If neural activity perfectly depends on stimulus phase, the relation between neural activity and the amount of eye deviation in the dimension orthogonal to the Gabor orientation within one cycle of spatial frequency of the Gabor stimulus would be sinusoidal. However, the sum of squared errors of linear and cosine fitting for relationship between above-mentioned phase deviation caused by eye deviation and FR50 or NL were not significantly different (\( P = 0.86 \) for NL, \( P = 0.79 \) for FR50). Neither the mean slopes of the linear fit were significantly different from zero (0.0 ± 0.1, 1-sample t-test, \( P = 0.54 \) for NL, 0.01 ± 0.10, \( P = 0.13 \) for FR50) nor were the mean slopes of the cosine fit statistically distinguishable from zero (0.19 ± 2.13, \( P = 0.24 \), for NL and 0.37 ± 2.10, \( P = 0.99 \), for FR50). These results indicate that potential phase deviations caused by small eye deviations after excluding outlying trials, although influencing the magnitude of neural activity did not influence neural responses in such a way that a significant correlation between NL and RT was artifically produced. This is consistent with a previous study (Palmer et al. 2007) in which a similar analysis was performed.

Monte Carlo simulation for population analysis

The variability of single-cell activity may cause perceptual ambiguity and false alarm decisions and one way to avoid this is to pool spikes from the population of simultaneously active neurons (Shadlen and Newsome 1998). We evaluated the extent to which pooling single-cell activity increased information content regarding RT. First, we checked the correlation of neural activity between pairs of neurons simultaneously recorded with the same microelectrode. The mean Spearman correlation coefficients across 69 stimulus conditions for 25 pairs of well-isolated cells were 0.06 ± 0.20, 0.07 ± 0.13, and 0.08 ± 0.16 for NL and 0.10 ± 0.24, 0.02 ± 0.23, –0.04 ± 0.18 for FR50, for 4, 16, and 64% contrast conditions, respectively. These are rather small and vary in significance; coefficients for NL are significant (\( P < 0.05 \)) in the 4 and 64% conditions and nonsignificant in the 16% conditions, and those for FR50 are nonsignificant in all contrast conditions. We conclude that the correlation of NL or FR50 between neuron pairs is negligible. These correlations are considerably lower than those previously reported for V1 (Gawne et al. 1996a; Kohn and Smith 2005) and for other parts of the brain (Bair et al. 2001; Gawne and Richmond 1993; Lee et al. 1998). A potential reason for this discrepancy is the shorter analysis window of the current study (Reich et al. 2001a) because the correlation coefficients for FR computed during a longer temporal window became significant for some stim-
null contrast; for example, the mean Spearman correlation coefficients for FR100 between the same pairs of neurons increased to 0.14 ± 0.25 (P < 0.05) from 0.10 ± 0.24 for 4% contrast condition. Due to saccade-related activity in V1 (Super et al. 2004) that may confound contrast-related change in FR correlation, extending analysis window from target onset was not practical. Also simultaneous spikes from neurons recorded with a single electrode, although they are uncommon, are difficult to isolate and tend to lower correlation (Bair et al. 2001). Note that the correlation for FR50 or FR100 is computed from spikes collected during temporal intervals different between paired neurons. The mean Spearman correlation coefficients for mean FR computed during 40–130 ms of poststimulus time period between the same pairs of neurons were 0.08 ± 0.25, 0.05 ± 0.28, and −0.02 ± 0.24, for 4, 16, and 64% contrast conditions, respectively, and nonsignificant in all contrast conditions.

At any rate, the near independence of the parameters used in the current study for neural responses between nearby neurons suggests that one can resolve response ambiguity by pooling these parameters across relatively few cells. To estimate the explanatory power of V1 populations for RT, we analyzed the performance of an ensemble of V1 neurons using a Monte Carlo simulation. \( N \), ranging from 1 to 50, neurons were randomly selected from the pool of 66 of 101 recorded neurons that had ≥50 trials for each contrast condition. The trials for each contrast were sorted by associated RT into classes of 3 ms bin. The population activity of a trial was simulated by first randomly choosing stimulus contrast with a rectangular probability distribution and RT with a Gaussian probability distribution. Then the NL and FR were calculated from population spike trains combined from trials that were randomly chosen without replacement within the chosen stimulus contrast and RT class, one each from \( N \) single neurons. NL and FR of the simulated population spike train were calculated in the same way as for the single-cell data. Here we use FR during 40–130 ms of poststimulus time period instead of FR50 because FR50 sets different integration periods for pooled neurons due to variable NL, which would be physiologically unrealistic. This procedure was repeated for 300 simulated trials to calculate a partial correlation with RT. Partial correlations were calculated for 66 different pools of \( N \) neurons and the mean and SD of partial correlation were obtained. The partial correlation against population size was fitted with an exponential growth model, \( y = \alpha - (\alpha - \beta)e^{-\frac{x}{k}} \). where \( \alpha \) is an upper asymptote, \( \beta \) is the initial value, and \( k \) is a scale parameter controlling the growth rate.

**Simulation of the time course of correlation between FR and RT**

As will be shown in the following text, trial-to-trial variability of FR50 was not correlated with RT, whereas FR computed for poststimulus time periods was. We performed a simulation study to gain insights regarding the conditions giving rise to this discrepancy. Poisson spike trains were generated in two conditions. In the first, FR of Poisson spike trains changed from a baseline level (10 spike/s) to a response level (100 spike/s) at a variable moment mimicking a variable NL and remained constant afterward throughout the trials. The variability of NL was randomly chosen from a Gaussian distribution with a mean of 60 ms, a sigma of 20, and a minimum of 35 ms. For simulating RT that is coupled to NL, saccadic onset time was generated with a delay from the NL, which was drawn from a Gaussian distribution with a mean delay of 150 ms, a sigma of 50 ms, and minimum delay of 80 ms. These numbers were close to those obtained experimentally (Fig. 3). In the second condition, the baseline FR changed at the same moment across trials to a variable response FR. The trial-to-trial FR variability followed a Gaussian distribution with a mean of 150, a sigma of 100, and a minimum of 5 spike/s. The variability was exaggerated for illustration purposes. To introduce a negative correlation between FR and RT, saccadic onset time was simply taken as minus FR plus a Gaussian random scatter. In both conditions, a random number drawn from a uniform distribution between 0 and 1 was compared with the instantaneous FR for generating a spike for each of sequential bins of 1 ms. Spike generation was prohibited within an absolute refractory period (3 ms), and this reduced the resultant FR of generated spike train slightly lower than the compared FR. In both conditions, Pearson correlation coefficients were computed between FR during sequential periods aligned at target onset and RT as done for experimental data.

**RESULTS**

**Data summary**

These results are based on 101 single cells sorted from extracellular action potentials recorded from 69 V1 sites in two monkeys (65 cells from monkey IR, 36 cells from monkey CR). The mean (±SD) eccentricity of RF center was 4.98 ± 1.49°, which was found optimal for reliable detection of saccadic eye movements. The mean spatial frequency was 1.23 ± 0.31 cycle/°, and the mean RF size (diameter of preferred Gabor target as determined by spatial summation method) was 2.80 ± 0.50°. Preferred orientations of the cells were fairly evenly distributed. The mean recording depth with respect to the first audible visual driving was 0.52 mm, ranging from 0 to 1.97 mm.

The detection performance of monkey CR was near chance for the stimulus contrast of 2%, and accordingly 2% contrast was not used for this monkey. Other than this, detection performance was excellent; the proportions of correct trials combined from the two monkeys were 83, 93.5, 95.5, and 96% for 2, 4, 16, and 64%, respectively, of stimulus contrast. As the stimulus contrast increased, NL systematically decreased and FR50 (FR during the period of 50 ms after NL, see METHODS) increased (Fig. 3). Also with the increase in stimulus contrast, RT decreased (Fig. 3A), consistent with previous studies (Carpenter 2004; Wheeless et al. 1966). The functions relating RT and NL to stimulus contrast were similar. The Fano factor (FF, variance/mean ratio) of spike count computed over the period of 50 ms after NL remained the same across stimulus contrast (0.75, 0.75, 0.73, and 0.75 for 2, 4, 16, and 64%, respectively). Similarly the variance/mean ratios of FR50 were 10.82, 11.16, 11.01, and 11.33 for 2, 4, 16, and 64% contrast conditions, respectively (not shown). No contrast pairs of FF of spike count or FR showed a significant difference across contrast. The FF of spike count found in the current study suggests that the stimulus was suboptimal (Gur and Snodderly 2006).

In Fig. 3, we combined data from the two animals to show an overall summary. The variables were mostly similar across contrasts between monkeys IR and CR in RT (144.44 ± 38.48 vs. 147.56 ± 16.01 ms, \( P = 0.45 \), Mann-Whitney \( U \) test for this and all subsequent tests), NL (65.58 ± 17.67 vs. 64.81 ± 14.84, \( P = 0.66 \)), and mean FR50 (79.41 spikes/s ± 47.60 vs. 90.49 ± 49.15, \( P = 0.02 \)). Because monkey CR participated in only a two-target condition, two target conditions with 4, 16, and 64% contrast conditions, respectively (not shown). No contrast pairs of FF of spike count or FR showed a significant difference across contrast. The FF of spike count found in the current study suggests that the stimulus was suboptimal (Gur and Snodderly 2006).
siently so in all conditions (Supplementary Table S1). These results violate Hick’s Law, which states that RT increases with the number of response alternatives. This violation has also been reported in previous studies using a visually guided saccade task similar to the one used in the current study (Kveraga et al. 2002; Lawrence et al. 2008) and appears to be mirrored in V1 activity. For monkey IR, 2% contrast was also used, and this counterbalanced the effects of four-target condition in this animal, resulting in the absence of overall differences in RT and NL. The differences between two- and four-target conditions noted from between-cell comparisons are ignored in Fig. 3, as the main focus of the current study was the relationship between RT and NL or FR analyzed within each stimulus condition for each cell.

The number of spikes during saccade latency increased with stimulus contrast. Overall the temporal interval from NL to RT decreased as contrast increased (95.85, 88.06, 80.48, and 67.28 ms for contrast conditions of 2, 4, 16, and 64%, respectively, Fig. 3A). The increase in FR50 with contrast overcompensated for the decrease in the interval, and the number of spikes observed during this interval from NL to RT increased with contrast; 3.94, 4.24, 5.93, and 6.25 spikes for 2, 4, 16, and 64% contrast, respectively. Similar estimates were obtained from normalized population spike density functions (Fig. 4); 4.40, 6.11, and 6.30 spikes for 4, 16, and 64% of stimulus contrast. Thus during the latent period of saccade, unequal number of spikes were generated.

Figure 4 illustrates the time course of population spike density averaged over 101 cells recorded in two monkeys for each stimulus contrast. With the increase in stimulus contrast, the onset time of firing increase was earlier, the rate of initial rise in FR was steeper, and the peak FR was higher.

Covariation between NL and RT

The covariation between NL and RT analyzed for each cell varied across sampled neurons. First, we show the activity of an example cell, and then we describe a quantitative summary of the covariation. Figure 5 illustrates spike activity of a single V1 cell that abruptly increased in response to a Gabor target appearing inside RF. If the cell activity reflects a sensory response to target appearance and if the variability of NL is not related to RT, the pattern formed by the marks of saccadic onset across trials sorted by NL (Fig. 5, A, D, and G) is expected to be vertical, i.e., unrelated to NL, as seen in similar plots for purely sensory cells in V1 (not shown). In other words, RT is expected to change depending on stimulus contrast but not by the variability of NL for purely visual cells. However, the fitted curve through saccadic onset marks is tilted following the variability of NL. Similarly the pattern formed by the marks of NL across trials sorted by RT (Fig. 5, B, E, and H) is not vertical but is tilted slightly following RT, which is not expected for purely sensory cells because the sensory response would be tightly coupled to target onset and unrelated to RT (DiCarlo and Maunsell 2005). There was a positive covariation between NL and RT within each contrast condition (Fig. 5, C, F, and I).

Figure 6 summarizes correlation coefficients between RT and NL for 101 cells recorded in two monkeys. The distributions of Spearman simple correlation coefficients (Fig. 6, A–C) indicate that NL and RT were correlated within each contrast condition. To combine results from correlation analysis performed within each contrast, we calculated the partial correlation between NL and RT controlling stimulus contrast. The average partial correlation between NL and RT controlling stimulus contrast was 0.23 ± 0.14 (1-sample t-test, P < 0.01, Fig. 6D).

Like mean NL and mean FR were inversely related with each other with respect to stimulus contrast (Figs. 3 and 4), the trial-to-trial variabilities of NL and FR were significantly correlated with each other; Spearman correlation coefficient between NL and FR50 was −0.15 ± 0.14 (P < 0.01; Fig. S1) and that between NL and FR100 was −0.19 ± 0.23 (P < 0.01). Thus the correlation between NL and RT might be confounded by the effects of FR. However, partial correlation analyses indicated otherwise. Spearman partial correlation coefficients between NL and RT after controlling FR50 were 0.17 ± 0.16 (P < 0.01), 0.15 ± 0.15 (P < 0.01), and 0.18 ± 0.18 (P < 0.01) for 4, 16, and 64% contrast conditions, respectively. Similar significant correlations were obtained between NL and RT controlling FR100 (0.17 ± 0.17, P < 0.01 for 4%; 0.17 ± 0.16, P < 0.01 for 16%; 0.19 ± 0.17, P < 0.01 for 64%). These results show that the decrease in the magnitude of correlation between NL and RT by controlling FR was small and indicate that the correlation between NL and RT was not mediated by FR.

Neural latency can be ambiguous in single trials. To deal with this, we used Poisson spike train analysis as another way of determining NL and cross-checked the results. For 2% contrast tested in one monkey, the Poisson spike train analysis (monkey IR) failed to determine the neural latency in a large number of trials. For 4, 16, and 64% contrast, the mean partial correlation between NL estimated with Poisson spike train analysis and RT was 0.25 ± 0.17 (1-sample t-test, P < 0.01). Distributions of partial correlation coefficient based on neural latency estimated with spike density functions and Poisson spike train analysis were not significantly different (0.23 ± 0.14 vs. 0.25 ± 0.17, 2-sample t-test, P = 0.41). The results
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1 The online version of this article contains supplemental data.

![Fig. 4. Mean spike density function for each stimulus contrast averaged over 101 cells from 2 monkeys. The average spike density for each contrast for each cell was normalized by dividing maximum density across all contrasts of the cell and then averaged for all cells for each contrast. Note a consistent effect of stimulus contrast on the onset time of firing increase, the rate of initial rise in FR, and the level and timing of the peak FR. The dotted lines indicate SE, and arrows are mean RT for each contrast condition (166.86, 142.46, and 117.07 ms, for 4, 16, and 64%, respectively).](image-url)
from both methods indicated that NL and RT varied together on a trial-to-trial basis.

We also examined the relationship between the onset of V1 response and RT in another way that does not depend on determination of NL by comparing the time course of spike response between shorter and longer RT groups. Trials within each stimulus contrast for each cell were sorted by RT and divided into shorter and longer RT groups about the median RT. If spike activity is unrelated to RT, the population spike activity would show no difference between the two RT groups. The onset of spike response of shorter RT group preceded that of longer RT group for all contrasts (1-sample t-test, \( P < 0.01 \), Fig. 7), again indicating that NL was related to RT. There were no significant differences

**Fig. 5.** Spike responses of a single cell recorded from V1 during valid trials in which the animal made successful saccades toward a Gabor target at RF of varying contrast of 4 (up), 16 (middle), and 64% (low). For each trial, the spike sequence is shown along with marks indicating NL (1st spike time, gray) and RT (saccade onset time, black marks). A, D, and G: trials are sorted according to NL, and spline approximations (black) are drawn through RT. B, E, and H: trials are sorted according to RT, and spline approximations (gray) are drawn through NL. C, F, and I: scatter plots of RT against NL and linear regression lines for 3 stimulus contrast conditions. Spearman correlation coefficients within contrast were significant (double asterisk, \( P < 0.01 \)). These data demonstrate that for this cell, NL was correlated with RT for all contrast conditions. The trials in which the target was presented outside the RF across fixation are not shown. In these trials, spike activity was unaffected by either target or saccade. The cell’s RF, and thus the Gabor stimulus used was at 6.2° in the right visual field and 1.6° down, with a diameter of 3°, a preferred orientation of 140 deg clockwise from 12 o’clock, and a preferred spatial frequency of 1.3 cycle/°. The cell was recorded 113 \( \mu \)m below the 1st audible sound of neural activity in a perpendicular penetration of dura and had a baseline activity level of 9.35 spike/s, a contrast sensitivity of 31.33, and Spearman partial correlation coefficient of 0.36 (\( P < 0.01 \)) between NL and RT controlling stimulus contrast.

**Fig. 6.** Histograms of Spearman correlation coefficients between RT and NL. A–C: Spearman simple correlation coefficients for 101 cells for 2 monkeys for each stimulus contrast. D: Spearman partial correlation coefficients controlling stimulus contrast. ■, cells with significant correlation coefficients (\( P < 0.05 \)); —, the mean of distribution. Note that NL and RT are significantly correlated within each contrast condition.
between two monkeys in terms of difference between two RT groups; RT difference between the two RT groups was 27.93 ± 30.92 for IR and 28.38 ± 6.25 for CR (P = 0.88, 2-sample t-test between 2 animals), and NL difference between the two RT groups was 5.33 ± 19.19 for IR and 3.31 ± 17.36 for CR (P = 0.37).

Covariation between FR and saccadic response

We next determined the correlation between FR and RT. The correlation between FR50 and RT was distributed about zero (Fig. 8). Similarly, the average Spearman simple correlation between FR100 and RT was 0.02 ± 0.19, 0.01 ± 0.16, and 0.02 ± 0.19 for 4, 16, and 64% contrast conditions, respectively, and the average partial correlation between FR100 and RT controlling contrast was −0.01 ± 0.17; all these correlations were statistically nonsignificant. Therefore we conclude that trial-to-trial variability of FR was not correlated with RT.

We also determined if FR is related to saccade parameters other than saccade onset time, such as accuracy or amplitude. Saccadic accuracy was calculated from the distance between the eye position at the end of primary saccade and the target, and the mean and maximum velocity (either raw or rectified velocity) and vectorial amplitude of the primary saccade were calculated. Each of these measures were then correlated with each of various measures of FR, such as FR during 40–130 ms of poststimulus time period, FR during the period of 100 ms from NL, maximum FR, and FR during the period from NL to saccadic onset. Among resulting correlations, only the saccade amplitude and maximum saccade velocity for a stimulus contrast of 64% were significantly correlated with various measures of FR, and the mean rectified eye velocity was significantly correlated with maximum FR for 64% contrast condition. However, these correlations were all <0.08, and significant correlations were not found in other cases. Therefore we conclude that correlations between V1 activity and saccade amplitude and velocity are negligible.

The relationship between V1 neural activity and RT does not appear to be a byproduct of training or to be related to the spontaneous activity level of the cell. When total recording sessions in each monkey were divided into earlier and later halves, and partial correlations calculated for each, no significant differences in partial correlation coefficient were observed between the two halves in both monkeys. Overall, mean partial correlations between NL and RT were 0.24 ± 0.17 and 0.20 ± 0.11 for earlier and later halves, respectively, and this difference was not significant (Mann-Whitney U test, P =
Mean partial correlations between FR50 and RT were $-0.02 \pm 0.14$ and $-0.00 \pm 0.10$ for earlier and later halves, respectively, and the difference was not significant either (Mann-Whitney U test, $P = 0.28$). The partial correlation was not related to the level of baseline (spontaneous) activity; the Spearman correlation between the mean baseline activity level of each neuron and partial correlation between FR50 and RT was $-0.10 \pm 0.25$ ($P = 0.33$), and that for NL of the corresponding cell was $0.12 \pm 0.36$ ($P = 0.24$). No significant differences between the two monkeys were found for any of these analyses, and data from two monkeys were combined (Figs. 6–8). Specifically, the partial correlation coefficients between FR50 and RT were $0.00 \pm 0.13$ for $IR$ and $0.00 \pm 0.07$ for $CR$ ($P = 0.72$, Mann-Whitney U test for this and subsequent differences). The partial correlation coefficients between NL and RT were $0.24 \pm 0.17$ for $IR$ and $0.23 \pm 0.10$ for $CR$ ($P = 0.55$). When neural latency was estimated with the Poisson spike train method, the coefficients were $0.26 \pm 0.20$ for $IR$ and $0.24 \pm 0.12$ for $CR$ ($P = 0.24$).

Figure 9 illustrates time course of the correlation between FR and RT with respect to target onset. For this, a partial correlation between mean spike density and RT controlling stimulus contrast was calculated for each cell, separately for sequential 10-ms epochs spanning the 200 ms following target onset. The mean partial correlation of each epoch was calculated over all cells. A significant partial correlation between FR and RT emerged at 45 ms, peaked at 65 ms (maximal coefficient: $-0.1 \pm 0.02$, 1-sample $t$-test, $P < 0.01$), and lasted for $\sim 90$ ms (40–130 ms marked with 2 vertical lines of Fig. 9).

The range of epochs showing significant partial correlation between RT and FR was the same for both monkeys. Interestingly, the time of peak correlation was roughly the same as NL, and the time of peak correlation preceded the peak FR (compare Figs. 4 and 9), indicating that the time near the first spike carried the largest magnitude of correlation with RT and that the signal related to saccadic RT is extracted in a form separate from FR.

**Simulation of “false” correlation between FR and RT**

While trial-to-trial variability of FR50 (or FR100) did not show significant correlation with RT (Fig. 8), FR computed during the periods aligned on target onset did (Fig. 9). This apparent discrepancy could be due to covariation between NL and RT that artificially produced false correlation between FR and RT when spike sequences of a variable NL were submitted to analysis windows fixed with respect to target onset. To understand the conditions giving rise to the time course of correlation between FR and RT of Fig. 9, we carried out a simulation study with Poisson spike trains generated in two conditions: a constant FR with a variable NL and a variable FR with a constant NL. Figure 10, A and B, shows artificial spike sequences and saccadic onsets generated in two conditions. Note that in the first condition, the FR of simulated trials was kept constant (100 spike/s) throughout the trial after NL and was not correlated with RT. However, when FR was computed during sequential periods aligned at target onset and correlated with RT, as done for experimental data, an artificial correlation between FR and RT emerged, and the time course of correlation of Fig. 9 was closely mimicked (Fig. 10C). On the other hand, in the second condition in which RT was coupled to FR, the correlation between FR and RT, not surprisingly, changed after FR changed, and the time course of
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**FIG. 9.** Time course of correlation between FR and RT. Each symbol represents mean (with SE) of Spearman partial correlation coefficient for nonoverlapping poststimulus epochs of 10 ms between mean spike density and RT controlling stimulus contrast averaged over 101 cells. Filled circles, epochs of partial correlation significantly larger than 0 (1-sample $t$-test, $P < 0.01$). Triangles, mean NL for each stimulus contrast, 49.79, 61.98, and 78.80 ms for 64, 16 and 4% of stimulus contrast, respectively.

**FIG. 8.** Correlation between FR and RT. A–C: histograms of Spearman simple correlation coefficient between FR50 and RT for 101 cells from 2 monkeys. D: Spearman partial correlation coefficients between FR50 and RT controlling stimulus contrast. Same format as Fig. 6.
correlation between FR and RT of Fig. 9 was not reproduced (Fig. 10D). The exact values of NL and FR used for simulation within physiological ranges of Fig. 3 were not critical for generating the false correlation, and the pattern of time course of the false correlation strongly depended on the magnitude of variability of NL but not on variability of RT (not shown). We only tested the preceding two conditions, but one can come up with other conditions variously combining coupling of NL and FR to RT. It is also possible that to mimic the experimental time course with a constant FR, the correlation between FR and RT dynamically modulate, but in a complex way in cortical areas yet to be identified. The simulation results demonstrate that a simple model based on the variability of NL of V1 activity is sufficient to explain the apparent correlation between FR and RT and its time course.

Relative contribution of NL and FR for RT information

To examine whether the false correlation between FR and RT was indeed produced by correlation between NL and RT, we compared NL and FR for predicting power of RT in two ways, multiple linear regression and partial correlation analyses, and results from both analyses indicated that FR carried virtually no explanatory power. For these analyses, we used as a measure of FR the mean spike density during the poststimulus time period of 40–130 ms in which the correlation between FR and RT was significant (Fig. 9). First, relative contributions of NL and FR for RT were estimated for each neuron with the following multiple linear regression model, \( RT = \alpha + \beta_1 \times \text{contrast} + \beta_2 \times \text{FR} + \beta_3 \times \text{NL} + \epsilon \). Note that, in this model, the \( \beta \) coefficients represent unique effects of each predictor in changing RT when all the other predictors in the model are held fixed (Abdi 2003). We used normalized values of neural response and RT (z-scores) to compute the regression coefficients. The mean coefficient for NL term ranged from 0.15 to 0.16 and was statistically significant in all cases, whereas that for FR ranged from −0.02 to 0.01 and was statistically nonsignificant. These results indicate that the false correlation between FR and RT with respect to target onset was indeed caused by correlation between NL and RT and that FR carried no explanatory power for RT. We also estimated the independent contribution of NL and FR for RT with partial correlation analysis. The mean partial correlation coefficient between NL and RT controlling FR calculated over the poststimulus time of 0–100 ms, target onset to saccade onset) or determination of NL with Poisson spike train analysis resulted in similar results; the mean coefficient for NL term ranged from 0.15 to 0.16 and was statistically significant in all cases, whereas that for FR ranged from −0.02 to 0.01 and was statistically nonsignificant. These results indicate that the false correlation between FR and RT of Fig. 9 was mimicked.
partial correlation coefficient between NL and RT increased with the number of pooled neurons; when about 20 V1 cells were pooled, the coefficient increased up to \(\sim 0.42\) (Fig. 11).

The coefficients reported here are likely to underestimate the true correlation between V1 activity and RT to the extent that there is dependency among individual neurons because pooling activity with repeated sampling inevitably increases the interdependency of data. Also note that all the V1 cells in our sample were used for this simulation, regardless of the magnitude of correlation with RT, and the overall mean correlations are rather low. Correlation between individual cell activity and behavioral response has been reported to be low in detection compared with discrimination task (Britten et al. 1992; Cook and Maunsell 2002).

Possible contribution of internal state

We considered the possibility that slow processes of the animal’s internal state, such as attentional or motivational level contributed to the correlation between V1 activity and RT. The slow processes are known to be associated with varying firing patterns of cortical neurons (Bach and Kruger 1986; Evarts 1964; Steriade et al. 1993) and saccadic latency (Groner and Groner 1989). To examine whether slow processes played a role in varying neural activity and RT, we calculated trial auto-covariance (Bair et al. 2001) of NL, FR50, RT, and spontaneous activity. For this, we used \(z\)-scores normalized within each stimulus contrast condition of each cell. For example, \(FR_n(i)\) is a \(z\)-score of FR50 during \(i\)th valid trial for the contrast condition \(n\). The trial auto-covariance of \(FR_n(i), C(\tau)\), was defined as

\[
C(\tau) = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{T} FR_n(i)FR_n(i + \tau)
\]

If neural activity or RT is modulated by internal states with a slow dynamic, correlation coefficients between nearby trials would be significantly higher than zero. We sorted trials within each contrast condition in which two targets were used (\(n = 182\) contrast conditions from 65 neurons having >50 trials) and ordered trials according to chronological order. RT, NL, FR50, and spontaneous activity (mean spike density during prestimulus interval of \(\sim 200\) – 0 ms) were standardized with \(z\)-values within each contrast condition. The coefficients of autocorrelation of these parameters were computed for each condition, and averaged across all conditions. The resulting coefficients indicate the magnitude of response correlation between nearby trials. One-sample \(t\)-test at each trial lag revealed that significant correlation \((P < 0.05)\) was found for spontaneous activity level between trials with lags up to seven, and little correlation was found between nearby trials in RT, NL, and FR50 (Fig. S2). The lack of correlation of RT between nearby trials suggests that our data were obtained in fairly similar arousal or motivational states. It is unlikely that slow processes, by having a common effect on both V1 activity and RT, modulate the covariation between them. For example, the mean spike density measured over the period from \(-200\) to 0 ms from target onset for the earlier and later RT groups described in the preceding text were not significantly different \((-0.07 \pm 3.18, \text{one-sample } t\text{-test, } P = 0.71)\). We conclude that the correlation between NL and RT was not produced by slow changes in the internal state of the animals. Of course, this analysis does not preclude the possible contribution by high-frequency processes that operate within a single trial for correlation between NL and RT.

Laminar evolution of RT signal in V1

Inputs and outputs of V1 are segregated in a laminar fashion, and neural response properties vary with laminar position (Gilbert 1977; Martinez et al. 2005). To test whether such laminar specialization exists in terms of correlation with RT, we estimated depths of recorded units in reference to the point at which the first visual driving was noted. We emphasize, however, that this is only a crude estimate involving considerable error due to tissue drag as the electrode penetrates the cortical surface despite our efforts to reduce the error by thinning the dura before each recording session.

The cortical layers associated with high spontaneous activity (layers 4A, 4Ca, 4CB, and 6) are known to interdigitate with
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**FIG. 11.** Correlation between population activity and RT as a function of the size of neural population. **A:** Spearman partial correlation between NL and RT controlling stimulus contrast. **B:** Spearman partial correlation between mean FR and RT controlling stimulus contrast. In both **A** and **B**, each point is the mean and its standard error of 66 random combinations (without replacement) of varying number of single cells from our data set. Solid curves are exponential fits for mean of partial correlations obtained for varying number of cells ranging from 1 to 50 cells, \(y = 0.42 - (0.42 - 0.11)e^{0.13i} (A)\) and \(y = -0.13 - (-0.13 + 0.05) - e^{0.13i} (B)\). Dashed horizontal lines are the mean values of partial correlation of single neurons from our original data set, 0.23 for NL (A) and –0.11 for FR (B). The asymptotic value for exponential fit for NL, when neural latency was determined with Poisson spike train analysis, was also 0.42. The asymptotic value for the FR was –0.13. The partial correlation coefficient estimated by single cells \((n = 1)\) is smaller than that of experimental data (dashed line). This was caused by setting 3 ms as the class interval of RT required for simulation, whereas actual RT was used for calculating correlation coefficient of experimental data. Setting 1 ms instead of 3 ms as the class interval produced a correlation at \(n = 1\) comparable to experimental value for both NL and FR, but slightly delayed saturation of correlation because it inevitably increased the failure in finding experimental trials with RT that matched the randomly chosen RT for simulation.
layers of low spontaneous activity (layers 2/3, 4B, 4Cm, and 5) (Gur et al. 2005). During electrode penetration, we often noted the depths associated with the start or end of high spontaneous activity. However, we feel that these observations were not sufficient to unequivocally discriminate cortical layers because we typically collected data without penetrating all the layers; this would have been required to verify all the alternations in the level of spontaneous activity. Therefore based on the depth of recording site, the FF (variance/mean ratio) of the spike count, and a previous report that related spontaneous activity to V1 laminar position in the awake monkey (Snodderly and Gur 1995), the sample was classified into three depth groups, each spanning 500 μm (Fig. 12). The zero depth of Fig. 12, taken from the depth of the first encounter of neural activity observable via the audio monitor, corresponds to the top of layer 2, and the “superficial” depth group (depth: 0–500 μm) corresponds to layers 2/3 (depth: 200–700 μm of Figs. 3 and 4 of Snodderly and Gur 1995). This group showed a medium-to-high level of spontaneous activity (20.14 ± 1.71 spike/s) and a medium-to-high FF (1.10 ± 0.04). The “middle” depth group (depth: 500–1,000 μm) roughly corresponds to layer 4 (Figs. 3 and 4 of Snodderly and Gur 1995) and shows medium spontaneous activity (16.89 ± 3.64 spike/s) and low FF (0.64 ± 0.04). The “deep” depth group (1,000–1,500 μm) corresponds to layers 5/6 and possibly the lower tier of layer 4 and shows the lowest baseline activity (14.88 ± 2.73 spike/s) and medium FF (0.86 ± 0.05). A division at 1,100 μm between middle and deep depth groups, resulting in the middle depth group spanning 600 μm (500–1,100 μm) and matching layer 4 of Snodderly and Gur (1995) did not influence the results.

The higher overall baseline activity compared with that of Snodderly and Gur (1995) might be due to occasional failure of cell isolation despite every effort to isolate single cells. If the activity at some sites was from multiple units, this would have led to overestimation of correlation as pooling multiple neurons increases correlation (Fig. 11). The mean NL of the middle group across all contrast conditions was 1.6–2.9 ms shorter than the superficial and deep depth groups. These results are consistent with previous studies in terms of the order of synaptic activity in which excitatory synaptic activity first starts in layer 4 and then spreads to superficial and deep layers (Maunsell and Gibson 1992; Mitzdorf and Singer 1978). The FF of the middle group was significantly lower than both superficial and deep depth groups (Mann-Whitney U test, P < 0.01 in both comparisons), consistent with the idea that spike variability increases at each processing stage (Kara et al. 2000). These results indirectly support our designation of depth groups.

There was a clear difference in both contrast sensitivity (activity increase per log-unit increase of stimulus contrast) and partial correlations between NL and RT controlling stimulus contrast across depth groups. Most notably, in comparison with the superficial depth group, the deep depth group showed higher partial correlations (Fig. 12C) and lower contrast sensitivity (D). The mean partial correlation differed significantly between superficial and deep depth groups (Mann-Whitney U test, P < 0.05). Contrast sensitivity showed a different pattern; it varied across depth groups being high in the superficial and low in the other groups (Mann-Whitney U test, P < 0.01). These results suggest that within V1, RT-related signals evolve from sensory responses following the interlaminar pathways from supragranular to infragranular layers as revealed by anatomical studies (Callaway 1998; Gilbert 1983): i.e., the superficial group reflecting stimulus properties and the deep group reflecting additionally response-related signals.

**DISCUSSION**

A series of processing is thought to mediate visually guided saccades (e.g., Carpenter et al. 2009): detection of target, perceptual decision as to whether the target is present, and initiation of behavioral response. The RT variability for easily
detected targets has been attributed to the decision stage (Carpenter and Williams 1995; Smith and Ratcliff 2004), and accordingly neural mechanisms for RT variability have been sought beyond V1, such as the frontal eye field (Hanes and Schall 1996). A major finding of the current study is the covariation between trial-to-trial variability of V1 activity and RT, and we discuss related issues in the following text.

**NL versus FR**

Previous studies suggested that the information conveyed by NL and FR in V1 is not identical; stimulus contrast is related more to NL than to FR (Gawne et al. 1996b; Reich et al. 2001b). The results obtained in the current study indicate that whereas NL was significantly correlated with RT (Fig. 6), FR was not (Fig. 8). The lack of power of FR in explaining RT variability was unanticipated because FR has been the most frequently used parameter for evaluating the relationship between neural responses and saccadic latency (Roitman and Shadlen 2002; Schall 1991) or behavioral performance (Britten et al. 1996; Nienborg and Cumming 2006; Palmer et al. 2007). However, this might be consistent with potential advantages of spike timing, especially in rapid processing tasks (Thorpe et al. 2001). It has been suggested that a neural code based on the first spike time can be a mechanism for rapid transmission of a visual scene (Gollisch and Meister 2008). The task used in the current study required rapid perceptual judgment because the reward was contingent on correct saccades made within 600 ms of stimulus onset. Under this condition, the integration of V1 output by downstream decision stages focused on spikes within a narrow time period. One can expect that other experimental conditions in which information is integrated over an extended period before initiating a saccade may reveal a stronger correlation between FR and RT. In support of this, most studies reporting relationship between neural response and RT have used tasks in which the RT was larger: 409–795 ms in coherent motion task (Roitman and Shadlen 2002), 250–400 ms in dot-separation task (Ratcliff et al. 2003) or 257–332 ms in figure-ground detection (Super and Lamme 2007; Super et al. 2003a,b). Lowering stimulus contrast in a detection task delays RT (Fig. 3) but appears to be not enough to reveal roles of FR in predicting RT (Fig. 8).

A solution to poor performance of the rate code in a rapid processing condition is to monitor the output of a large number of units (Gautrais and Thorpe 1998). However, the negligible improvement of correlation between FR and RT (Fig. 11B) suggests that the rate code is not employed for extracting RT-related signals. On the other hand, the increase in correlation between NL and RT (Fig. 11A) suggests that NL is indeed employed because as previously shown in the retina, variation in the first spike time across a neural population will improve performance when the first spike time of the neural population was considered (Gollisch and Meister 2008). The pattern of increase in behavior-related information by pooling neural populations in the present study was remarkably similar to that of Ghose and Harrison (2009), taking into account the difference in analysis method, notably the fact that we used all the neurons recorded, whereas Ghose and Harrison (2009) used the 20 most informative neurons to derive population estimates.

When action potentials were counted with respect to target onset and related to RT, a false correlation between FR and RT emerged (Fig. 9); false because the FR of a neuron itself is not related to RT (Fig. 8). Nevertheless the time course of this correlation reflects a correlation between V1 activity and RT with respect to target onset. The peak correlation occurred at near NL not at the peak FR, again indicating that NL and RT were correlated. The time course of the correlation between V1 activity and RT with respect to target onset is remarkably similar to the impulse response of visual system for saccadic decision (Ludwig et al. 2005). Ludwig et al. (2005) showed that in a rapid perceptual decision task, saccadic decisions were mostly driven by the sensory information during the epoch of 25–75 ms after stimulus onset. The magnitude of correlation between V1 activity and RT with respect to target onset grew rapidly after stimulus onset and decayed thereafter (Fig. 9) and also could be fit with a log-Gaussian function of the following form, $y = -0.08 \cdot e^{-0.5(t/63.98)^2/(0.64^2)}$, where $t$ is time in milliseconds, indicating that the function peaked at 63.98 ms with a scale parameter (0.64). The location of peak correlation is ~64 ms for V1 activity but 35 ms for the psychophysically determined impulse response [using the averages of location and scale parameters from Table 1 of Ludwig et al. (2005) for fitting regression weights] with a difference of 29 ms that probably reflects a transmission delay. Thus the results obtained in the current study support their hypothesis that a “single-shot” output of an early temporal filter providing signals for saccadic decisions resides within V1. The results are also consistent with the observation that spike activity at a fixed delay from stimulus onset was maximally informative about behavioral choice for a rapid perceptual judgment, and thus the reliable correlation between neuronal activity and behavioral choice does not require integration over an extensive period (Chen et al. 2008; Ghose and Harrison 2009). The results from the current study suggest that the origin of the pattern of impulse response, i.e., the peak correlation between neural activity within a brief period after stimulus onset and saccadic decision, is likely to be the variability of NL around which the strongest correlation with perceptual decision occurs.

**Nature of relationship between V1 activity and RT**

Does V1 activity determine saccadic decisions? Although V1 activity chronologically precedes the saccadic response, and electrical stimulation of V1 evokes a saccadic eye movement in a trained monkey toward the receptive field location of stimulated neurons (Tehovnik et al. 2002), the presence of activity in V1 appears to be neither a sufficient nor necessary condition for saccadic initiation in spatial register as can be seen in a visually guided antisaccade task in which a saccadic eye movement is required in the direction opposite to visual stimulus (Munoz and Everling 2004). The information supplied by V1 output is used according to behavioral requirements, and thus V1 activity is not causally linked to saccadic initiation. On the other hand, both temporal and spatial information on which a successful saccade critically depends can be extracted from the V1 output at least partly. Under conditions in which behavioral requirements remain constant throughout the experiment, as in the current study, V1 activity in a spatial map can provide “when” and “where” signals for saccadic initiation: when signals from the population NL and where
signals from the location of active neurons within a retinotopic map. In this condition, RT depends on V1 activity.

The correlation between V1 activity and RT could arise from a common input that modulates in parallel the excitability of V1 and other structures downstream to V1 that are responsible for saccadic initiation, such as the superior colliculus, thus producing spurious correlations between them. A potential source of the variability of neural activity and the correlation between neural activity and RT could be the cortical state at the time of stimulus presentation (Arieli et al. 1996). The result that NL, but not the mean spike density during the prestimulus period of 200 ms, was significantly different for the early and late RT groups suggests that the magnitude of on-going activity was not the common source resulting in correlation between NL and RT. The lack of correlation in NL and in RT between nearby trials also discounts the possibility that slow processes modulate both NL and RT and produce a spurious correlation between them, although they cause a correlation in spontaneous activity between nearby trials (Fig. S2). Another potential source of variability of V1 activity could be coherent fluctuations in membrane potential preceding the onset of a stimulus in the gamma (20–70 Hz) frequency range (Azouz and Gray 1999). Prestimulus alpha and gamma power in MT was reported to be positively correlated with RT in discriminating perceptual rotation (Wang et al. 2007). To examine whether NL variability of V1 and thus correlation between NL and RT depends on on-going oscillation of cortical activity at the time of target presentation, we analyzed the power of rhythmic discharge of multiunit activity (MUA) during the interval from 500 ms before to 10 ms after the target onset and related this to the NL of single neurons recorded on the same electrode or to RT. We failed to find significant correlations between the power of on-going alpha or gamma-band rhythmic discharge and NL, RT, or FR50 (Fig. S3). Based on these results, we tentatively conclude that on-going oscillatory discharge was not a common source resulting in correlation between NL and RT. Further studies on local field potentials that appear to be more sensitive than spiking activity for detecting behavioral modulation of oscillatory synchronization (Womelsdorf et al. 2006) may help resolve this issue in V1. A significant correlation between NL and RT, but not between FR50 and RT, as well as the differential RT correlation among depth groups, also argues against a common cause for the observed correlation between NL and RT. The variability of V1 activity may also be caused by eye fixation variability (Gur and Snodderly 2006; Gur et al. 1997). However, it is hardly conceivable that the variability in eye position during target presentation produces a significant correlation between NL and RT because saccadic response is also contributed by adjacent cells other than the one under study that may change their responses to the visual target in a manner different from the one under study. Previous studies have established direct links between neuronal activity and perceptual decisions (Britten et al. 1996; Dodd et al. 2001; Nienborg and Cumming 2006; Palmer et al. 2007; Roitman and Shadlen 2002). The relationship between neural activity along the visual pathway and the latency of visually guided movements has also been studied (Cook and Maunsell 2002; DiCarlo and Maunsell 2005; Super et al. 2003a). Using a figure-ground detection task, Super et al. (2003) reported a strong modulation of V1 neural response for shorter RT but not for longer RT. V1 receives abundant feedback inputs from higher cortical areas as well as feedforward input transmitting sensory information from the retina (Lamme and Roelfsema 2000). The figure-ground contextual modulation started around 130 ms after stimulus onset, suggesting that the modulation depends on feedback from higher areas. In the current study, trial-to-trial variability of NL was correlated with RT, whereas that of FR was not, suggesting that saccadic initiation in our task was primarily driven by the feedforward connection.
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