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van Brederode JFM, Berger AJ. GAD67-GFP+ neurons in the nucleus of Roller. II. Subthreshold and firing resonance properties. J Neurophysiol 105: 249–278, 2011. First published November 3, 2010; doi:10.1152/jn.00492.2010. In the companion paper we show that GAD67-GFP+ (GFP+) inhibitory neurons located in the Nucleus of Roller of the mouse brain stem can be classified into two main groups (tonic and phasic) based on their firing patterns in response to injected depolarizing current steps. In this study we examined the responses of GFP+ cells to fluctuating sinusoidal (“chirp”) current stimuli. Membrane impedance profiles in response to chirp stimulation showed that nearly all phasic cells exhibited subthreshold resonance, whereas the majority of tonic GFP+ cells were nonresonant. In general, subthreshold resonance was associated with a relatively fast passive membrane time constant and low input resistance. In response to suprathreshold chirp current stimulation at a holding potential just below spike threshold the majority of tonic GFP+ cells fired multiple action potentials per cycle at low input frequencies (<5 Hz) and either stopped firing or were not entrained by the chirp at higher input frequencies (= tonic low-pass cells). A smaller group of phasic GFP+ cells did fire at low input frequency but were able to phase-lock 1:1 at intermediate chirp frequencies (= band-pass cells). Spike timing reliability was tested with repeated chirp stimuli and our results show that phasic cells were able to reliably fire when they phase-locked 1:1 over a relatively broad range of input frequencies. Most tonic low-pass cells showed low reliability and poor phase-locking ability. Computer modeling suggested that these different firing resonance properties among GFP+ cells are due to differences in passive and active membrane properties and spiking mechanisms. This heterogeneity of resonance properties might serve to selectively activate subgroups of interneurons.

INTRODUCTION

Traditionally the input–output properties of neurons have been studied by examining their spike firing discharge pattern in response to long depolarizing current (DC) steps. The firing pattern of neurons to DC current steps gives only limited information about the input–output properties of neurons and cannot accurately predict the response to more complex stimuli as likely occur in vivo. The nature of the stimuli that drive neurons in vivo during specific behaviors is often not known. An exception are hypoglossal motoneurons (HMs) whose synaptic input received during inspiration is composed of a slow depolarizing envelope, which brings these cells close to firing threshold, on top of which a fluctuating input is superimposed, which triggers spikes when the positive-going voltage fluctuations exceed threshold (Funk et al. 1993). During inspiration HMs therefore operate in the fluctuation-driven regime where the mean of the synaptic driving current is below spike threshold and spiking occurs only when the superimposed fluctuations exceed threshold (Schreiber et al. 2009; Tiesinga and Sejnowski 2009).

Membrane voltage fluctuations are not only important to bring neurons to firing threshold but they also improve spike timing reliability. Mainen and Sejnowski (1995) have shown that spike timing in cortical pyramidal cells is highly unreliable when they are stimulated with a DC input and that reliability and precision are improved when a fluctuating current input is used as stimulus. Spike timing precision depends on the ability of neurons to phase-lock to the stimulus (Tiesinga et al. 2008). By using sinusoidal current stimuli of varying frequency (chirp or ZAP stimulus) it has been shown that neurons phase-lock 1:1 to the stimulus over a relatively narrow range of preferred input frequencies. Cortical pyramidal cells (Brumberg and Gutkin 2007; Nowak et al. 1997), hippocampal CA1 neurons (Leung and Yu 1998; Pike et al. 2000), and HMs (van Brederode and Berger 2008) prefer sinusoidal inputs in the 2- to 20-Hz range, although certain types of interneurons prefer much higher input frequencies (Fellous et al. 2001; Pike et al. 2000). In the fluctuation-driven firing regime the most reliable spiking occurs when the cell phase-locks 1:1 to the stimulus (Beierholm et al. 2001; Fellous et al. 2001; van Brederode and Berger 2008), thus endowing these cells with mechanisms to respond best to stimuli within a specific frequency band; i.e., they show firing resonance for these frequencies. Spiking with high reliability and precision in response to a fluctuating input is important to produce synchronous firing in a group of neurons (Tiesinga et al. 2008).

In the fluctuation regime the firing resonance properties of a neuron are to a large extent determined by subthreshold resonance properties (Engel et al. 2008; Schreiber et al. 2004a, 2009). When the subthreshold membrane impedance profile of a neuron shows a peak at nonzero input frequency a neuron is said to be resonant; if a neuron has an impedance profile that decays monotonically from a maximum at zero frequency it is said to be nonresonant (Hutcheon and Yarom 2000). When stimulus amplitude is increased to elicit spike firing, resonant neurons fire most reliably when the stimulus frequency matches the preferred frequency of their subthreshold impedance profile (Fellous et al. 2001; Hutcheon et al. 1996b). Neurons with subthreshold resonance have been described in the entorhinal cortex (Erchova et al. 2004; Haas and White 2002), prefrontal cortex (Fellous et al. 2001), hippocampus (Leung and Yu 1998; Pike et al. 2000), trigeminal root ganglion cells (Puil et al. 1986), vestibular neurons (Beraneck et al. 2002), and HMs (Nguyen et al. 2004). Subthreshold resonance is due to the low-pass filtering of high-frequency input by the cells’ passive membrane properties in combination with...
high-pass filtering by slow, voltage-activated conductances that oppose changes in membrane potential (reviewed by Hutcheon and Yarom 2000). It has been suggested that the relative importance of subthreshold resonance properties in firing resonance is dependent on the mean depolarization level of a cell (Richardson et al. 2003; Schreiber et al. 2009).

In the companion paper (van Brederode et al. 2011) we have identified a population of GAD67-GFP+ GABAergic interneurons (GFP+ cells) located in the Nucleus of Roller (NR) that provides synaptic inhibition to HMs. These GFP+ cells are morphologically and electrophysiologically heterogeneous. The firing responses to DC pulses of these cells suggest that one group (tonic cells) are best suited to decode slowly varying stimuli, whereas another group, composed of phasic cells, will respond best to a fluctuating stimulus. Different types of GFP+ cells also differed in the magnitude and time course of spike afterpotentials, suggesting different ionic currents underlying spike repolarization in these cells. Interestingly, many of the GFP+ cells are spontaneously active due to intrinsic autorythmicity and they would therefore operate mainly in the mean-driven regime where neurons are in a continuous firing mode (Hunter et al. 1998; Schreiber et al. 2009). Furthermore, the firing rate of spontaneously active GFP+ neurons was not modulated by ongoing inspiratory drive (van Brederode et al. 2011). In the mean-driven regime firing resonance is less dependent on subthreshold resonance properties and instead relies more on the spiking mechanism of the neurons (Engel et al. 2008; Hunter et al. 1998; Richardson et al. 2003).

Inspiratory activity in the hypoglossal nerve is characterized by high-frequency synchronous oscillatory activity. It has been shown that the power and frequency of these oscillations are controlled by GABAergic synaptic inhibition (Sebe and Berger 2008; Sebe et al. 2006). In addition, the gain of the HMs during the inspiratory drive is controlled by GABAergic synaptic inhibition (Sanchez et al. 2009). Modeling studies have suggested that the synchronicity and gain of a population of excitatory neurons in a network to other inputs can be modified by the degree of synchronicity of the inhibitory inputs (Tiesinga et al. 2008). In the neocortex it has been demonstrated that a subgroup of inhibitory interneurons—the fast-spiking interneurons—are responsible for generating gamma-oscillatory activity based on their firing resonance properties that lie within the gamma-band frequency range (reviewed by Tiesinga and Sejnowski 2009). It is not known whether GFP+ inhibitory interneurons in the NR are involved in generating synchronous discharges in HMs, but, if they are, it would be of interest to know their firing resonance properties and specifically whether some or all GFP+ interneurons have the ability to generate precisely timed spikes in response to fluctuating synaptic inputs. In addition to examining the subthreshold and firing resonance properties of GFP+ cells in the NR our study compares interneuron properties to those of HMs, a population of cells whose firing resonance properties we have described in a previous paper (van Brederode and Berger 2008). The differences in firing resonance properties that we describe herein might have important consequences for the roles that different types of GABAergic interneurons play in determining the synchronized output and gain of HMs during inspiration and orofacial behaviors.

METHODS

Experimental procedures

In vitro experiments were performed on medullary slices derived from heterozygous neonatal (P5 to P15) GAD67-GFP knock-in mouse pups (Tamamaki et al. 2003). Details of the experimental procedures are given in the companion paper (van Brederode et al. 2011). All animal and experimental procedures were approved by the University of Washington Institutional Animal Care and Use Committee. After the whole cell recording configuration was established we “typed” the cells at resting membrane potential based on their firing patterns in response to long depolarizing current pulses and membrane voltage responses to hyperpolarizing steps as described in the companion paper (van Brederode et al. 2011). The negative current pulses were used to calculate passive membrane properties of the neurons. Input resistance (\(R_m\)) was calculated from the steady-state voltage (\(V_{ss}\)) response to small (maximum voltage deflection of between −5 and −10 mV) hyperpolarizing DC current pulses: \(R_m = V_{ss}/I\). The membrane time constant (\(\tau_m\)) was calculated from exponential curve fits to the initial 50–100 ms of the same membrane voltage traces.

Subthreshold resonance properties

For recording of subthreshold resonance properties individual slices were transferred from a holding chamber to a heated perfusion-recording chamber bathed in carbogen-gassed artificial cerebrospinal fluid (ACSF; 26 ± 1°C). The ACSF contained blockers of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)–mediated glutamate [6,7-dinitroquinoxaline-2,3-dione (DNQX), 10 μM], GABAergic [2-(3-carboxypropyl)-3-amino-6-methoxyphenyl-pyridazinium bromide (SR95531), 0.5 μM], and glycinegic (strychnine, 1 μM) synaptic transmission. Subthreshold membrane impedance was calculated from membrane voltage responses to injected sinusoidal currents of linearly varying frequency (chirp or ZAP current). The time-dependent frequency of the current \(f(t)\) was increased from \(f_0 = 0\) Hz to \(f_m = 40\) Hz (forward chirp) or decreased from 40 to 0 Hz (reverse chirp) for a total duration (T) of the chirp stimulus of 20 s (chirp rate ±2 Hz/s). The total injected current was

\[I(t) = I_0 \sin(2\pi f(t) \cdot t)\] with \(f(t) = f_0 + (f_m - f_0)/(T/2T)\)

In quiescent cells (see van Brederode et al. 2011) the amplitude of the sine wave \((I_0)\) was increased in steps up to a maximum value where the depolarizing half-cycles remained just-subthreshold for action potential (AP) generation; the resultant depolarizing voltage excursions from the resting membrane potential at this current stimulus amplitude were between 20 and 30 mV. In spontaneously active GFP+ cells a steady hyperpolarizing DC current was injected such that the resting membrane potential and maximum voltage excursions were similar to those of quiescent cells (see RESULTS). The impedance was calculated from the real parts of the fast Fourier transform (FFT) of the voltage response divided by the injected chirp current

\[Z(f) = \text{FFT}(V)/\text{FFT}(I)\]

Impedance curves were analyzed with IGOR Pro (WaveMetrics) software. Values of impedance magnitude generally were noisy at the boundary of the chirp below a stimulus frequency of 1 Hz due to the discrete FFT procedure that we used (see Gutfreund et al. 1995) and thus we only analyzed frequencies >1 Hz. For each cell we determined \(f_{res} = \text{the frequency at which impedance reaches its peak value}\ Z_{res}\) (for low-pass cells \(f_{res} = 1\) Hz; see RESULTS). In neurons with a depolarizing “hump” in their subthreshold impedance profiles (see RESULTS) we also determined the upper resonance frequency (\(f_{up}\)), calculated as the chirp frequency at which the positive membrane voltage deflection reached its peak (see also Schreiber et al. 2009). The sharpness of the resonance peak \(Q\) was calculated as the ratio of the impedance at the resonance frequency (\(Z_{res}\)) and impedance at 1 Hz (\(Z_1\)). A damping factor \(D\) that described the high-frequency
impedance decay was calculated as the ratio of the impedance at 40 Hz ($Z_{40}$) and $Z_{1}$. The half-decay frequency ($f_{1/2}$) is the frequency at which impedance equals $Z_{1}/2$.

Suprathreshold resonance properties

After subthreshold resonance properties were assessed we tested the firing resonance characteristics of individual cells with chirp stimuli. First, we depolarized all cells with a tonic DC current until the neurons started to spike and then we reduced the amplitude of the DC current such that the cells just stopped spiking. Superimposed on this DC offset current we injected a 20-s chirp current stimulus of linearly varying frequency. The frequency of the chirp current was increased from 0 to 40 Hz (forward chirp) or decreased from 40 to 0 Hz (reverse chirp) at a chirp rate of 2 Hz/s. The chirp current amplitude was adjusted from the minimum current that elicited firing (1T) in subsequent trials, such that their amplitude were multiples of the threshold current (2T, 3T, etc.). Maximum stimulus amplitude was reached when no further increases in the number of spikes during the chirp stimulus was observed, or when the maximum negative voltage excursion reached about −30 to −35 mV to avoid cell damage. Using this protocol all cells fired only during the depolarizing half-cycle of the chirp stimulus. Firing resonance in response to chirp stimuli was studied by plotting either the number of spikes or the instantaneous firing frequency as a function of time or sine wave cycle number as described in RESULTS. To quantify the regularity of firing we adopted the modified coefficient of variation (CV$_2$) proposed by Holt et al. (1996): $CV_2 = 2 \times \text{abs}[(I_{i+1} - I)/I_{i+1} + I]$. This measure of variability for an interval at $t = i$ seconds compares only two adjacent spike intervals $I_{i+1}$ and $I_i$. A perfectly regular spike train has a CV$_2$ of 0, whereas spikes occurring randomly (Poisson process) have a CV$_2$ of 1.

Measurement of reliability and spike timing precision

Reliability and spike timing precision analyses were performed as described in a previous paper (van Brederode and Berger 2008). Briefly, to quantify the reliability of firing (i.e., the likelihood that a cell will fire an AP at a certain time relative to the onset of the stimulus), the cells were stimulated with the same repeated chirp current stimuli (10 trials, >10 s between trials). The times of occurrence of spikes from the start of the stimulus ($T = 0$) were collected in 3-ms-wide bins and a peristimulus time histogram (PSTH) was constructed from the number of spikes that fell within each bin. Reliability was expressed as the number of spikes/bin divided by the number of trials (10). Highest reliability (1 spike · bin$^{-1}$ · stimulus$^{-1}$) was obtained if the cell always fired a spike at the same latency (i.e., fell within the same bin) at each trial. This reliability measure is sensitive to both the presence of a spike (i.e., firing probability) and spike timing precision (see Schreiber et al. 2009).

Chirp stimuli were always injected in combination with positive and negative step current pulses at the same half-amplitude as that of the chirp stimulus (250–500 ms in duration) to be able to compare passive and active properties during step stimulation to those obtained with chirp stimulation. In all neurons chirps were run in forward and reverse modes to check for time-dependent nonlinearities in the chirp responses. No qualitative differences between forward and reverse stimuli were observed and only the results of forward chirp stimulation are shown.

Numerical methods

The details of the model cells are described in the APPENDIX. Numerical calculations were performed with custom software procedures written for IGOR Pro 6 (WaveMetrics). The differential equations that describe the mathematical model were solved using forward Euler integration, with an integration step interval of 0.05 ms. As a control for accuracy of the integration method we also ran simulations with a step size of 0.01 ms. No discernible differences between the step sizes were observed. Impedance of simulated voltage and current traces was calculated in the same way as the impedance curves of actual experimental current and voltage traces as described earlier.

Statistics

Statistical comparisons were performed using the t-test (paired comparisons) or ANOVA. If a significant difference between group means was found with an ANOVA, a post hoc Tukey test was performed to determine which groups differed from each other. Statistical correlations were performed using linear regression techniques and Pearson’s correlation coefficient. Results are expressed as mean ± SE unless otherwise noted. For statistical comparisons we used a $P < 0.05$ as the threshold for significance.

RESULTS

In the companion paper (van Brederode et al. 2011) we have identified several types of GFP+ interneurons located in the NR based on differences in firing patterns in response to injected square current pulses at resting membrane potential. We classified these neurons into two broad groups—phasic and tonic cells—based on the ability to fire a train of spikes throughout the pulse at just-suprathreshold current strength. In this study we examine whether interneurons in the NR can be functionally subdivided based on their responses to time-varying inputs. To compare results in GFP+ interneurons with previous data on the frequency preferences of HMs (van Brederode and Berger 2008) we performed similar experiments under identical conditions in a group of HMs located in the genioglossus region of the XII nucleus.

Subthreshold responses of GFP+ interneurons and HMs to step and chirp stimulation

In all experiments the tested neurons were stimulated, in whole cell current-clamp, by a positive and negative square pulse (250–500 ms long; 1–2 s between pulses) followed by a 20-s-long sine wave stimulus of continuously varying frequency from 0 to 40 Hz but constant amplitude (forward chirp stimulus; see METHODS). The amplitude of the step stimuli was always the same as the half-amplitude of the chirp stimulus. We used this stimulus to characterize, in the same trial, the firing response of the neuron to depolarizing step stimulation, passive membrane properties such as time constant and input resistance (from the hyperpolarizing pulse), and membrane resonance (from the chirp stimulus). The cells were recorded at resting membrane potential for quiescent GFP+ cells and at a membrane potential where the cells just stopped spiking by the injection of hyperpolarizing DC current for spontaneously spiking GFP+ cells (see van Brederode et al. 2011). The mean values for the holding potentials for subthreshold resonance studies are given in Table 1. The amplitude of the stimulus was gradually increased from zero until APs were evoked by the current stimulus. To study and compare subthreshold impedance profiles the stimulus amplitude was set at the maximum value at which the chirp stimulus remained just subthreshold, since spiking distorted the impedance curves (see for instance Fig. 1B2). At this amplitude the membrane voltage change resulting from step stimulation was between 20 and 30 mV. All experiments were performed in the presence of blockers of...
**Table 1. Subthreshold impedance characteristics of GAD67-GFP+ neurons and HMs**

<table>
<thead>
<tr>
<th>Cell Type</th>
<th>(V_{\text{hold}}) mV</th>
<th>(Z_c), M(\Omega)</th>
<th>(Z_{\text{app}}), M(\Omega)</th>
<th>(Q)</th>
<th>(D)</th>
<th>(f_{\text{res}}), Hz</th>
<th>(f_{\text{HD}}), Hz</th>
<th>(f_{\text{app}}), Hz</th>
<th>(\text{R}_r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonresonant (n = 13)</td>
<td>-77.9 (2.3)</td>
<td>744.2* (114.4)</td>
<td>1087.7 (70.0)</td>
<td>1.0+</td>
<td>0.17* (0.02)</td>
<td>1.0+</td>
<td>8.2* (1.1)</td>
<td>1.08* (0.03)</td>
<td></td>
</tr>
<tr>
<td>Resonant (n = 8)</td>
<td>-75.8 (2.5)</td>
<td>332.3 (40.7)</td>
<td>105.3 (23.0)</td>
<td>1.06 (0.02)</td>
<td>0.36 (0.06)</td>
<td>2.2 (0.33)</td>
<td>20.3 (3.8)</td>
<td>4.1 (0.8)</td>
<td>0.89 (0.005)</td>
</tr>
<tr>
<td>HMs (n = 5)</td>
<td>-75.4 (1.0)</td>
<td>77.6 (10.6)</td>
<td>54.2 (8.0)</td>
<td>1.16 (0.02)</td>
<td>0.71 (0.05)</td>
<td>2.8 (0.3)</td>
<td>&gt;40.0</td>
<td>4.3 (0.5)</td>
<td>0.98 (0.007)</td>
</tr>
</tbody>
</table>

Values are means, with the corresponding SE given in parentheses. \(V_{\text{hold}}\): holding potential; \(Q\): sharpness of the resonance peak; the ratio of peak impedance and impedance at 1 Hz \((Z_{\text{app}}/Z_c)\); \(D\): high-frequency decay; ratio between impedance at 40 Hz \((Z_{\text{app}})\) and that at 1 Hz \((Z_c)\); \(f_{\text{HD}}\): half-decay frequency; frequency at which impedance equals \(Z_c/2\). In two interneurons and for all HMs this value was larger than the highest tested frequency (40 Hz) and was left undefined. \(f_{\text{res}}\): upper-resonance frequency; \(f_{\text{app}}\): frequency at which impedance curve reaches its peak value \((Z_{\text{app}})\); \(\text{R}_r\): rectification ratio determined from depolarizing and hyperpolarizing step current pulses. *Indicates significant difference between the means of the two groups of GFP+ cells. †Nonresonant neurons were all assigned a \(Q\) value of 1. ‡Nonresonant cells displayed peak impedance at the start frequency of 1 Hz.

Excitatory and inhibitory synaptic neurotransmission (see METHODS).

We found two basic types of impedance profiles, resonant and nonresonant, in GFP+ cells. In nonresonant cells (NR cells; Fig. 1A) the amplitude of the membrane voltage excursions in response to chirp stimulation (0–40 Hz; chirp rate = 2 Hz/s) decreased steadily from a maximum during the first sine wave cycle to a minimum during the last cycle when sine wave frequency was increased from 0 to 40 Hz (Fig. 1A1). The majority of GFP+ interneurons (13 of 21 cells tested) was nonresonant and showed this type of voltage profile at resting membrane potential. In agreement with other studies (Erchova et al. 2004; Hu et al. 2002; van Brederode and Berger 2008) we found that reversing the direction of the chirp stimulus (from 40 to 0 Hz, chirp rate = –2 Hz/s) did not alter the subthreshold resonance profile (data not shown). Note that the membrane voltage response to a depolarizing step \((\Delta V_1)\) is larger than the voltage response to a hyperpolarizing step \((\Delta V_2)\) and that amplitude of the membrane voltage response to step depolarization is larger than the amplitude of the voltage response during the depolarizing half of the chirp stimulus at any frequency (Fig. 1A1). We quantified this observation by calculating the rectification ratio \(R_r\) according to:

\[ R_r = \frac{\Delta V_1}{\Delta V_2} \]

where \(\Delta V_1\) is the absolute value of the amplitude of the steady-state voltage response to a positive step and \(\Delta V_2\) is the absolute value of the amplitude of the response to a negative step. The cells show inward rectification if \(R_r > 1\) and outward rectification of \(R_r < 1\). The amount of rectification was dependent on the holding potential, as illustrated by the two voltage traces in Fig. 1A1. Membrane impedance \((Z)\) was calculated by dividing the magnitude of the fast Fourier transform of the membrane voltage \((\text{FFT}(V))\) by that of the chirp current \((\text{FFT}(I))\) according to: \(Z = \text{FFT}(V)/\text{FFT}(I)\) (see METHODS).

Subthreshold impedance curves, constructed by plotting impedance magnitude against chirp frequency, showed a monotonic decay from a maximum at 1 Hz in nonresonant GFP+ cells irrespective of the holding potential (Figs. 1A2 and 3A1).

All but one GFP+ interneuron in the nonresonant group of GFP+ cells (n = 13) were tonic firing cells based on their firing response during the step depolarization at resting membrane potential (all the cells in the present study were also part of the data sets in the companion paper, which describes in more detail the firing patterns of GFP+ interneurons in the NR; see van Brederode et al. 2011). Tonic cells fired a regular train of APs during a just-suprathreshold step stimulus. One GFP+ neuron in this group fired irregularly during the step stimulus (data not shown). The pattern or degree of spike frequency adaptation during tonic firing evoked by a step stimulus (see van Brederode et al. 2010) in these nonresonant GFP+ cells was variable, ranging from no adaptation (n = 2 cells), spike-frequency adaptation (n = 8), or spike-frequency acceleration (n = 3). Seven of 13 nonresonant GFP+ neurons fired spontaneously at rest in the absence of any holding current (see van Brederode et al. 2011).
The remaining GFP+ cells (n = 8 cells) showed one of two forms of subthreshold resonance. Figure 1B shows a representative example of the most prevalent impedance profile (7 of 8 cells). In this group of cells the amplitude of the positive membrane voltage oscillations first increased and reached a peak at a sine wave cycle other than the first cycle before decreasing again with increasing chirp frequency (Fig. 1B). The “hump” in the depolarizing voltage envelope was most prominent when the voltage response was just below threshold for spike generation (Fig. 1B1, middle trace). When stimulus strength was gradually increased to evoke spiking during the chirp stimulus cells in this group spiked first during depolarizing half-cycles associated with subthreshold membrane resonance (compare middle and bottom voltage traces in Fig. 1B1). The envelope of the voltage response to chirp stimulation in this group of cells was asymmetrical; the “hump” in the depolarizing response was not mirrored by a similar “hump” in the hyperpolarizing response. Instead the hyperpolarizing envelope decreased steadily from a peak during the first hyperpolarizing half-cycle to the last cycle (Fig. 1B1). Impedance graphs in this group of cells often showed a modest peak at the resonant frequency $f_{\text{res}}$ (Fig. 1B2, middle graph), but in other
cells with asymmetric voltage profiles there was no clear peak visible in the impedance curve; in these cells the calculated impedance decreased monotonically from a frequency of 1 Hz (Fig. 3A1). Similar observations regarding asymmetric voltage profiles and the lack of a peak in the impedance curve have recently been reported by Schreiber et al. (2009). These authors proposed to use a different measure of the resonance frequency, i.e., the sine wave frequency corresponding to the peak in the upper envelope of the impedance profile $f_{upp}$ (Fig. 1B1). When stimulus amplitude was increased to evoke spike discharge during sine wave stimulation, spikes were first evoked at input frequencies corresponding to $f_{upp}$ (Fig. 1B1, bottom trace). In one GFP+ interneuron the voltage envelope in response to chirp stimulation was symmetrical with a peak in both the depolarizing and hyperpolarizing voltage envelope at cycles other than the first cycle (Fig. 2A). The corresponding impedance curve showed a broad peak and relatively small decay in impedance with increasing chirp frequency (Fig. 2A2). When stimulus amplitude was increased to evoke spiking, APs were evoked over a relatively wide band of input frequencies (Fig. 2A1, bottom trace).

Since the amount of rectification depended on holding potential and stimulus amplitude (Fig. 1) we compared $R_r$ values in cells at similar holding potentials when stimulated with just-subthreshold current steps. Nonresonant GFP+ cells had a mean $R_r$ value of 1.31 ± 0.03 ($n = 13$, range: 1.03–2.46; see Table 1), indicating a marked inward rectification of the current–voltage relationship in the subthreshold membrane voltage range (~100 to ~50 mV) in this group of cells. The average value for $R_r$ in resonant GFP+ neurons was 0.89 ± 0.005 (range: 0.60–1.03), demonstrating outward rectification in the subthreshold voltage range in these cells. The mean $R_r$ in resonant GFP+ cells was significantly different from the $R_r$ in nonresonant GFP+ cells (Student’s t-test, $P < 0.05$). In addition resonant and nonresonant GFP+ cells differed both in their input resistance (469 ± 84 vs. 833 ± 133 MΩ), determined from hyperpolarizing current step, $P < 0.05$ and their membrane time constant (24.8 ± 5.3 vs. 46.3 ± 4.7 ms, determined from hyperpolarizing current step, $P < 0.05$), respectively. These results indicate that differences in subthreshold resonance profiles are the result of differences in the expression of voltage-activated conductances responsible for

![Figure 2](http://jn.physiology.org/)

**FIG. 2.** Subthreshold impedance and resonance in a GFP+ interneuron (A) and hypoglossal motoneurons (HMs, B). A1: membrane voltage traces recorded in an example of a resonant GFP+ cell with a symmetrical voltage envelope (top trace). Stimulus amplitude was 50 pA in the top trace and 75 pA in the bottom trace. The stimulus is shown schematically at the bottom of the panel. Both voltage traces were recorded at a membrane potential of ~77 mV. Note that at a just-suprathreshold stimulus amplitude of 75 pA one spike was evoked during the depolarizing step stimulus (500 ms long) and several spikes during depolarizing half-cycles of the chirp stimulus at a broad range of intermediate input frequencies. APs are clipped at the top. The rectification ratio ($R_r$), calculated as the ratio of the steady-state membrane voltage response to depolarizing and hyperpolarizing current steps was 0.93 in this cell. A2: corresponding impedance curves of this cell. Impedance magnitude (see METHODS) is plotted against chirp frequency (1 to 40 Hz) for the 2 chirp stimuli shown in A1. Arrow points to the peak in impedance magnitude at the resonance frequency. B1: membrane voltage traces recorded in 2 representative examples of resonant HMs. The cell in B1 showed resonance in the depolarizing voltage envelope in response to chirp stimulation ($f_{upp} = 5.4$ Hz), whereas the cell in B2 showed resonance in both the depolarizing and hyperpolarizing voltage envelopes (current stimuli are shown schematically at the bottom of each panel). Stimulus amplitude was 250 pA (B1) or 200 pA (B2). $R_r$ values were 0.99 for the cell in B1 and 0.98 for the cell in B2. B3 and B4: corresponding impedance curves for the voltage traces shown on the left. Arrows points to a peak in the impedance magnitude corresponding to the location of $f_{res}$. 

**A1**

- GFP+
- $I_{stim}$ = 50 pA
- $I_{stim}$ = 75 pA

**B1**

- HM
- $I_{stim}$ = 250 pA

**B2**

- $I_{stim}$ = 200 pA
- $I_{stim}$ = 100 pA

**B3**

- Frequency (Hz)
- Impedance (MΩ)

**B4**

- Frequency (Hz)
- Impedance (MΩ)

**References**

Schreiber et al. (2009)

See Table 1

Recent studies have reported a different measure of the resonance frequency, i.e., the sine wave frequency corresponding to the peak in the upper envelope of the impedance profile $f_{upp}$ (Fig. 1B1). When stimulus amplitude was increased to evoke spike discharge during sine wave stimulation, spikes were first evoked at input frequencies corresponding to $f_{upp}$ (Fig. 1B1, bottom trace). In one GFP+ interneuron the voltage envelope in response to chirp stimulation was symmetrical with a peak in both the depolarizing and hyperpolarizing voltage envelope at cycles other than the first cycle (Fig. 2A). The corresponding impedance curve showed a broad peak and relatively small decay in impedance with increasing chirp frequency (Fig. 2A2). When stimulus amplitude was increased to evoke spiking, APs were evoked over a relatively wide band of input frequencies (Fig. 2A1, bottom trace).
subthreshold membrane rectification and passive membrane properties among GFP+ cells. These observations are further explored in the modeling section that follows.

The firing patterns of resonant GFP+ cells in response to step stimulation at rest were variable. Three cells were tonic cells, three cells showed a characteristic long delay to the first AP (delayed onset phasic cells; see companion paper), and two cells were phasic cells that fired fewer than four APs only at the start of the current pulse. These results suggest that the phasic and delayed onset phasic firing patterns are associated with subthreshold membrane resonance, whereas tonic firing can be associated with either resonant or nonresonant subthreshold properties. None of the eight resonant GFP+ cells fired spontaneously at rest.

The amplitude of the steady-state voltage responses to step depolarizing and hyperpolarizing currents in HMs lacked the prominent rectification in response to step current stimuli evident in GFP+ cells (Rr = 0.98 ± 0.007; range: 0.95–0.99, n = 5). In HMs we found two main types of impedance profiles in response to chirp stimulation, i.e., depolarizing resonance only (n = 3 cells; Fig. 2B1) and resonance in both the depolarizing and hyperpolarizing voltage envelope (n = 2 cells; Fig. 2B2). HMs had significantly shorter membrane time constants (5.9 ± 0.8 ms, n = 5) and lower input resistances (63 ± 8.3 MΩ, n = 5) than those of either resonant or nonresonant GFP+ cells (t-test, P < 0.05). The impedance graphs of HMs showed a modest peak in impedance at the resonance frequency, whereas the drop-off in impedance with increasing sine frequency was smaller than that in GFP+ interneurons (Fig. 2, B3 and B4).

We quantified the strength of subthreshold resonance by calculating the Q-value (Hutcheon et al. 1996b). The Q-value defines the quality or sharpness of the resonance as the ratio of the impedance at the peak in the impedance curve (Zres) and the impedance at 1 Hz (Z1). Nonresonant cells have a Q-value of 1.0 (Zres = Z1; see Table 1). Subthreshold membrane resonance in our study was modest, with no resonant GFP+ cells showing a Q-value >1.2 and only two HMs with a Q-value >1.2. Average Q-values for resonant interneurons (Q = 1.06 ± 0.02) and HMs (Q = 1.16 ± 0.02) were not significantly different (Table 1; t-test, P > 0.05). The impedance at chirp frequency of 1 Hz (Z1) was smaller in HMs than that in either nonresonant or resonant GFP+ cells (ANOVA; Tukey test; P < 0.05, Table 1). Z1 in resonant GFP+ cells was smaller than that in nonresonant GFP+ cells (ANOVA; Tukey test; P < 0.05, Table 1). Mean impedance at a chirp frequency of 40 Hz (Zupp) was not significantly different between resonant and nonresonant GFP+ cells, but values for Zupp in both groups of GFP+ cells were larger than those in HMs (ANOVA; Tukey test; P < 0.05, Table 1). These differences in the frequency dependence of membrane impedance among GFP+ cells are further illustrated in Fig. 3A1. The magnitude of the drop-off in impedance with increasing sine frequency is a measure of the low-pass filter behavior of the neurons, defined as D = Zupp/Z1. A smaller D-value reflects more low-pass filtering by the cell membrane of high-frequency input. The mean D-value is significantly smaller in nonresonant interneurons than that in resonant interneurons and the D-values of both groups of interneurons are smaller than the mean D-value in HMs (ANOVA; Tukey test; P < 0.05, Table 1). Reflecting these differences in membrane filtering properties the impedance had decayed to half its original value at Z1 at a half-decay chirp frequency (fHD) of 8.2 Hz in nonresonant interneurons, which was lower than the mean value for fHD of 20.3 Hz found in resonant interneurons (Table 1; t-test, P < 0.05). In HMs fHD was always greater than the highest chirp frequency tested (i.e., >40 Hz). In general, the impedance curves for HMs showed less cell-to-cell variability than those of GFP+ cells (compare Fig. 3, A1 and A2; notice the difference in scale between the two graphs). Mean resonance frequency in resonant GFP+ cells (2.2 ± 0.3 Hz) was not different from the mean fres in HMs (2.8 ± 0.3 Hz) and also the values for fupp (4.1 and 4.3 Hz, respectively) in these two groups were not significantly different (Table 1; t-test, P > 0.05).

How do the impedance profiles for GFP+ cells compare with their passive membrane properties measured with step currents? There was a good correlation (determined from the Pearson’s correlation coefficient) between steady-state input resistance Rn measured from step pulses (see METHODS) and Z1 measured with chirp stimuli (r = 0.78, n = 21, P < 0.05, Fig. 3B1). Although there was a significant positive correlation between Rn and high-frequency impedance Zupp (Fig. 3B1; r = 0.53, P < 0.05), the slope of this relationship was much smaller than that for the linear fit to the Rn versus Z1 graph, suggesting that for high-frequency inputs all GFP+ interneurons have low subthreshold impedance, irrespective of their impedance at zero frequency. Interneurons with a short membrane time constant (τm) had less of a decline in impedance with increasing chirp frequency than that of cells with a long τm, as indicated by the inverse correlation between the damping factor D and τm (Fig. 3B3; r = −0.65, P < 0.05). A similar inverse correlation was found between D and Rn (data not shown; r = −0.52, P < 0.05). There was a modest but significant inverse correlation between the upper resonance frequency fupp and τm (Fig. 3B2; r = −0.66, P < 0.05). The magnitude of the resonance, as expressed by the Q-value, was also inversely correlated with the τm (Fig. 3B4; r = −0.53, P < 0.05).

As explained by Hutcheon and Yarom (2000) subthreshold membrane resonance is the result of a combination of the passive properties of the cell membrane, i.e., a leak conductance (g0) and capacitance (Cm) in parallel, which attenuate the voltage responses to high-frequency inputs, and voltage-activated conductances, which attenuate responses to low-frequency inputs. Our results indicate that the likelihood that GFP+ cells show subthreshold resonance depends strongly on the relative importance of passive and active membrane properties in a particular cell. In cells with a long membrane time constant low-pass filtering is the main factor controlling the membrane voltage envelope to sine wave stimulation and these cells tend not to show resonance. Low-pass filtering is less dominant in cells with a fast time constant and this allows the expression of high-pass filtering of low-frequency inputs. These issues are further explored later in the modeling section (see following text).

Suprathreshold responses to step and chirp stimulation

Since subthreshold responses to sine wave current stimuli were clearly heterogeneous among GFP+ neurons we next examined whether this heterogeneity influenced the spike firing response to suprathreshold sine wave stimuli in different types
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of GFP+ neurons. Specifically, we wanted to test whether the different subthreshold properties described earlier were associated with different types of firing resonance. To compare the spike firing response to sine wave stimulation among neurons, all cells were held at a membrane potential just below the threshold for AP generation by DC current injection. By holding the cells just below firing threshold we were able to elicit firing with relatively small amplitude current stimuli since the large current stimuli necessary to elicit firing from rest tended to damage the neurons. We found that the firing pattern in response step depolarization at these depolarized membrane potentials sometimes differed from the firing patterns at rest, specifically the number of spikes in the initial burst was increased in phasic neurons (but always remained fewer than four) and the delay to the first spike in delayed onset cells was decreased by depolarization (data not shown; also see Prescott and De Koninck 2002). At depolarized membrane potentials it was difficult to discriminate between delayed onset and tonic GFP+ cells, although the characteristic irregular firing of delayed onset cells remained even at depolarized potentials. The sine wave stimulus used to examine firing resonance consisted of a chirp current of linearly varying frequency (0–40 Hz, chirp rate = 2 Hz/s) superimposed on the maximum injected DC current which did not elicit spike firing by itself. In all cells we also injected step current stimuli in combination with chirp stimuli to examine the firing responses (from the depolarizing step) and passive membrane properties (from the hyperpolarizing step). The smallest step stimulus amplitude that elicited firing in individual cells was the threshold current (1T). In subsequent trials amplitude was varied in multiples of this threshold current (2T, 3T, 4T, etc.) until no further increases in the number of spikes per trial were found. In all cells we also tested the responses to reverse chirp stimuli (40–0 Hz). These responses were qualitatively similar to the forward chirp stimuli (data not shown), in agreement with our previous studies (van Brederode and Berger 2008).

In GFP+ cells (n = 33 cells) we were able to distinguish three different responses based on the firing responses to step and chirp current stimuli. The first group (n = 24) consisted of GFP+ neurons that fired multiple spikes during a step DC depolarization at just-suprathreshold current strength (1T) (Fig. 4A).
This group of neurons fired spikes during the first few depolarizing half-cycles of a forward chirp current stimulus at 1T stimulus strength, but after the first few sine wave cycles the amplitude of the voltage response decreased and spike firing either ceased abruptly (Fig. 4, top trace) or spike firing continued at a low rate without being entrained by the chirp stimulus at intermediate and high chirp frequencies (data not shown). When stimulus amplitude was increased beyond threshold the depolarizing step generated more spikes and the number of spikes per sine wave cycle at low chirp frequency was also increased, but it was difficult to elicit spike firing or entrain firing in this group of cells beyond chirp frequencies of 5–10 Hz even at current strengths that elicited steady-state entrain firing in this group of cells (Fig. 4A, middle and bottom traces). We quantified these responses by calculating the number of spikes that were fired at different frequency ranges in 5-Hz bins (Fig. 4A). At a stimulus strength of 3T the peak number of spikes fired during the chirp stimulus typically occurred in the frequency range between 0 and 5 Hz (n = 17 cells) or between 5 and 10 Hz (n = 7 cells, summarized in Fig. 9A). This group of GFP+ interneurons responded with the most spikes to steady-state or low-frequency inputs and we classified them as low-pass cells. All of the cells in this group fired regular trains of APs in response to step depolarization both at rest and at depolarized potentials and all neurons in this group were thus tonic low-pass GFP+ cells. In many cells in this group there was a marked asymmetry in the envelope of the impedance profile when large-amplitude chirp stimuli were used; subthreshold depolarizing voltage deflections were smaller than the corresponding hyperpolarizing membrane voltage excursions (Fig. 4A, bottom trace). This type of asymmetry suggests that depolarizing currents activate/inactivate ionic currents that, together with low-pass filter properties of the cell membrane, prevent the cell from reaching firing threshold at higher sine wave frequencies.

A second group of GFP+ cells (n = 5) fired trains of spikes in response to step current stimuli, but at just-suprathreshold stimulus strength these cells fired irregularly during the chirp stimulus with regions of entrainment alternating with cessation of firing (Fig. 5A, top trace). When stimulus amplitude was increased beyond 1T the chirp regions over which entrained firing was elicited were increased until cells fired throughout
the entire chirp stimulus (Fig. 5A, bottom). At intermediate stimulus amplitudes these cells typically fired irregular clusters of spikes during the chirp stimulus, with regions of spike firing interrupted by regions where the cells failed to fire (Fig. 5A, middle trace). Increasing current stimulus amplitude elicited more spikes both during the depolarizing step and chirp stimulus, with regions of spike firing during the chirp stimulus (Fig. 5B). The responses of these cells are band-pass in nature and cells in this group were classified as tonic band-pass cells (group data are summarized in Fig. 9A). Even though neurons in this group fired tonically to step depolarization, a step (250 ms) hyperpolarization, and a chirp stimulus (0–40 Hz, chirp rate 2 Hz/s; stimulus shown schematically in the bottom trace). Note the irregular firing during the chirp stimulus at just-suprathreshold amplitude and the increase in input frequency range to which the cell responded with spike firing when stimulus amplitude was increased. At the largest stimulus amplitude the cell was able to respond with spike firing to all chirp frequencies. APs have been clipped at the top. B: for each of the stimuli in A (1T, 3T, and 11T) we plotted the number of spikes during the step pulse (P) and during the chirp stimulus (grouped into 5-Hz bins). Note the increase in the number of spikes and the shift of the preferred input frequency (dashed lines) to higher frequencies when stimulus amplitude was increased. Past the preferred frequency the number of spikes decreased due to cycle skipping, indicating a band-pass firing resonance. C: the number of spikes/cycle plotted against the logarithm of the cycle number of the chirp stimulus (400 cycles total, 0–40 Hz) for the responses shown in A. Dotted horizontal line indicates the firing of exactly 1 spike/cycle (1:1 phase-locking). At 1T there were brief runs of 1:1 phase-locking alternating with cycle skipping, whereas at 3T and 11T there were extended runs of 1:1 phase-locking to individual cycles before cycle skipping occurred at high-input frequencies. The cell was able to fire multiple spikes per cycle during consecutive cycles and phase-lock in this mode (2 and 3 spikes/cycle) to low chirp frequencies at a stimulus strength of 11T.

FIG. 5. Firing response of a tonic-firing band-pass GFP+ cell to step and sine wave stimuli. This cell is a representative example for a group of GFP+ cells (n = 5) that fired trains of spikes during the step stimulus (tonic firing), but was also able to fire throughout the chirp stimulus. A: 3 membrane voltage traces recorded in response to a just-suprathreshold stimulus (10 pA = 1T, top trace), 30 pA (3T, middle trace), and 110 pA (11T, bottom trace), all at the same holding potential (~55 mV in this cell). Cell was depolarized to just below the threshold for spiking by DC current injection and then stimulated sequentially with a step (250 ms) depolarization, a step (250 ms) hyperpolarization, and a chirp stimulus (0–40 Hz, chirp rate 2 Hz/s; stimulus shown schematically in the bottom trace). Note the irregular firing during the chirp stimulus at just-suprathreshold amplitude and the increase in input frequency range to which the cell responded with spike firing when stimulus amplitude was increased. At the largest stimulus amplitude the cell was able to respond with spike firing to all chirp frequencies. APs have been clipped at the top. B: for each of the stimuli in A (1T, 3T, and 11T) we plotted the number of spikes during the step pulse (P) and during the chirp stimulus (grouped into 5-Hz bins). Note the increase in the peak number of spikes and the shift of the preferred input frequency (dashed lines) to higher frequencies when stimulus amplitude was increased. Past the preferred frequency the number of spikes decreased due to cycle skipping, indicating a band-pass firing resonance. C: the number of spikes/cycle plotted against the logarithm of the cycle number of the chirp stimulus (400 cycles total, 0–40 Hz) for the responses shown in A. Dotted horizontal line indicates the firing of exactly 1 spike/cycle (1:1 phase-locking). At 1T there were brief runs of 1:1 phase-locking alternating with cycle skipping, whereas at 3T and 11T there were extended runs of 1:1 phase-locking to individual cycles before cycle skipping occurred at high-input frequencies. The cell was able to fire multiple spikes per cycle during consecutive cycles and phase-lock in this mode (2 and 3 spikes/ cycle) to low chirp frequencies at a stimulus strength of 11T.
regions became evident where cells fired two (2:1) or one (1:1) spike/cycle on consecutive cycles (Fig. 6, A, middle trace, and C). The number of spikes/frequency bin gradually increased from the start of the chirp up to a critical input frequency after which the number of spikes started to decline because spikes started to “drop out” due to cycle skipping (Fig. 6, B and C). The responses of these cells were therefore band-pass in nature (group data are summarized in Fig. 9A1). At the highest stimulus strength and low chirp frequency these cells fired multiple spikes (but always ≤2 spikes) per cycle. When the cells were hyperpolarized the “band-pass” characteristic of this cell type became more obvious (Fig. 6; compare traces at −60 and −72 mV). Now the cells failed to fire at low and high chirp frequencies, but fired spikes at intermediate chirp frequency (5–25 Hz in this example). Membrane hyperpolarization also shifted the resonant frequency to lower values. All four neu-

FIG. 6. Firing response of a phasic-firing GFP+ cell to step and sine wave stimuli. This cell is a representative example for a group of cells (n = 4) that fired <4 spikes during the step stimulus (phasic firing), but were able to fire throughout the chirp stimulus. A: 2 membrane voltage traces recorded in response to a just-suprathreshold stimulus (50 pA = 1T, top trace) and 150 pA (3T, middle trace) at a holding potential of −60 mV and the response of the same cell when hyperpolarized to −72 mV by DC current injection (2T stimulus amplitude, bottom trace). Stimulus consisted of a step (500 ms) depolarization, a step (500 ms) hyperpolarization, and a chirp stimulus (0–40 Hz, chirp rate 2 Hz/s; stimulus shown schematically in the bottom trace). At just-suprathreshold amplitude (1T) the cell responded with one spike during the step and a series of spikes throughout most of the chirp stimulus, but note that the cell failed to fire during the first depolarizing half-cycle of the chirp. Increasing the stimulus amplitude entrained firing during the entire chirp, but note that the cell failed to fire a train of APs during the preceding step stimulus (middle trace). Hyperpolarization demonstrated that this cell fired preferentially at intermediate input frequencies (bottom trace). APs have been clipped at the top. B: for each of the stimuli in A we plotted the number of spikes during the step pulse (P) and during the chirp stimulus (grouped into 5-Hz bins). Note the increase in the peak number of spikes and the shift of the preferred input frequency (dashed lines) to higher frequencies when stimulus amplitude was tripled, whereas membrane hyperpolarization shifted these parameters in the opposite direction. This cell showed band-pass firing resonance. C: the number of spikes/cycle plotted against the logarithm of the cycle number of the chirp stimulus (400 cycles total, 0–40 Hz) for the responses shown in A. Dotted horizontal line indicates the firing of exactly 1 spike/cycle (1:1 phase-locking). At 1T there were only brief runs of 1:1 phase-locking alternating with cycle skipping (left panel), but at 3T (at −60 mV) there were extended runs of 1:1 phase-locking to individual cycles before cycle skipping occurred at high-input frequencies (middle panel). At this stimulus amplitude the cell was able to fire 2 (but not more) spikes per cycle at low chirp frequencies. Membrane hyperpolarization decreased the input frequency range over which 1:1 phase-locking to the stimulus occurred (right panel).
rons in this group showed phasic firing patterns when stimulated with long depolarizing current pulses at resting membrane potential.

In comparison with the three groups of GFP+ interneurons HMs \((n = 5, \text{ Fig. 7})\) fired trains of spikes during step stimulation. At just-suprathreshold current \((1T)\) 1:1 phase-locking regions were already evident in this group of cells (Fig. 7A, top trace), flanked by regions of entrainment where the cells fired multiple spikes/cycle (low chirp frequencies) and regions where the cells phase-locked to subharmonics of the chirp stimulus (at high chirp frequencies; also see van Brederode and Berger 2008). The frequency range for 1:1 phase-locking was shifted to higher frequencies when chirp amplitude was increased and beyond the critical frequency the number of spikes/frequency bin started to decline due to cycle skipping (Fig. 7, B and C). HMs were able to fire every other cycle (1:2 phase-locking; see inset in Fig. 7A) or every third cycle (1:3 phase-locking; data not shown) when the chirp frequency exceeded the critical frequency (see also van Brederode and Berger 2008).

The spike firing resonance profiles described earlier show that the responses to time-varying current inputs are dependent not only on the frequency of the stimulus, but also on the holding potential (varied by injecting DC current) and the stimulus amplitude (see also Beierholm et al. 2001; Brumberg 2002; Fellous et al. 2001; Hunter et al. 1998). To allow for a comparison between spike firing resonance responses between groups of GFP+ interneurons and HMs we compared responses at the same relative stimulus strength (threefold the threshold current, or 3T) with all cells depolarized to just

![Fig. 7. Firing response of an HM to step and sine wave stimuli. This cell is a representative example for this group of cells \((n = 7)\). All HMs tested fired trains of APs during a step stimulus and were able to fire throughout the entire chirp stimulus. A: 3 membrane voltage traces recorded in response to a just-suprathreshold stimulus \((30 \text{ pA, } 1T, \text{ top trace}), 90 \text{ pA (3T, middle trace), and } 150 \text{ pA (5T, bottom trace)}\), all at a holding potential of \(-57 \text{ mV}\). Stimulus consisted of a step \((250 \text{ ms})\) depolarization, a step \((250 \text{ ms})\) hyperpolarization, and a chirp stimulus \((0\text{ – }40 \text{ Hz, } 2 \text{ Hz/s}; \text{ stimulus shown schematically in the bottom trace})\). At just-suprathreshold amplitude \((1T)\) the cell responded with a train of spikes during the depolarizing step and a series of spikes throughout most of the chirp stimulus. Increasing the stimulus amplitude entrained firing during the entire chirp. Inset in the middle trace shows an extended run of 1:2 phase-locking. APs have been clipped at the top. B: for each of the stimuli in A we plotted the number of spikes during the step pulse \((P)\) and during the chirp stimulus \((3T, 5T, \text{ etc.})\). Note the increase in the peak number of spikes and the shift of the preferred input frequency (dashed lines) to higher frequencies when stimulus amplitude was increased. This cell showed band-pass firing resonance. C: the number of spikes/cycle plotted against the logarithm of the cycle number of the chirp stimulus \((400 \text{ cycles total, } 0\text{ – }40 \text{ Hz})\) for the responses shown in A. Dotted horizontal line indicates the firing of exactly 1 spike/cycle (1:1 phase-locking). At 1T there was already an extended run of 1:1 phase-locking at low chirp frequencies. At higher stimulus strengths the 1:1 phase-locking range shifted to higher input frequencies (higher cycle numbers) and the cell was able to phase-lock 2:1 to the stimulus at low chirp frequencies, whereas cycle-skipping occurred at high-input frequencies.
below firing threshold by the injection of DC current. At this stimulus strength tonic low-pass GFP+ cells either failed to phase-lock to the stimulus or phase-locked only for a few sine wave cycles (data not shown; see Fig. 9A1). Tonic band-pass GFP+ cells did show a 1:1 phase-locking region of input frequencies flanked by regions of multiple spikes/cycle firing and irregular firing (Fig. 8A1). When instantaneous firing frequency was plotted against time, the resulting f–t plots during the chirp stimulus showed a "devil's staircase" shape (see also Brumberg 2002; Brumberg and Gutkin 2007; van Brederode and Berger 2008). For phasic GFP+ cells we found a relatively broad 1:1 phase-locking region (Fig. 8A2). Usually there were additional regions of phase-locking at higher chirp frequencies (1:2 in the example shown in Fig. 8A2). To measure the intrinsic variability or "jitter" of the spike responses we plotted the “local” spike rate variability or CV2 measure the intrinsic variability or “jitter” of the spike frequencies (1:2 in the example shown in Fig. 8). When instantaneous firing frequency was plotted against time, the resulting f–t plots during the chirp stimulus showed a “devil’s staircase” shape (see also Brumberg 2002; Brumberg and Gutkin 2007; van Brederode and Berger 2008). For phasic GFP+ cells we found a relatively broad 1:1 phase-locking region (Fig. 8A2). Usually there were additional regions of phase-locking at higher chirp frequencies (1:2 in the example shown in Fig. 8A2). To measure the intrinsic variability or “jitter” of the spike responses we plotted the “local” spike rate variability or CV2 against time (Holt et al. 1996). The CV2 variable was lowest (close to zero) when the cell phase-locked 1:1 or to one of the subharmonics of the fundamental chirp frequency (Fig. 8). The characteristic irregularity in the spike discharge of the tonic band-pass GFP+ cell is reflected in a “noisier” f–t plot and higher CV2 values than those of phasic GFP+ cells or HMs (Fig. 8B1). Note that the CV2 was higher in the 1:1 phase-locking range in tonic band-pass GFP+ cells than that in either phasic GFP+ cells or HM neurons (Fig. 8B). This observation suggests that there is more “jitter” in the spike timing of tonic band-pass cells even when they phase-lock 1:1 to the stimulus. Note that even though the example tonic band-pass cell in Fig. 8, A1 and B1 fired tonically at depolarized membrane potentials it had delayed onset characteristics with the associated irregularity of firing (see companion paper) when stimulated with long depolarizing current pulses at more hyperpolarized potentials. As we have shown in a previous study (van Brederode and Berger 2008) HMs are readily entrained by sine wave stimuli and multiple intermediate phase-locking regimes (for example, 3:4 and 2:3) could be discerned when these cells transitioned from 1:1 to 1:2 phase-locking at sine frequencies higher than the critical input frequency (Fig. 8C2). Phasic
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**Fig. 8.** Phase-locking properties in GFP+ cells and HMs differ. **Top row** (A1–A3): instantaneous firing frequency (f) plotted against time (t) for a tonic band-pass GFP+ cell (A1), a phasic GFP+ cell (A2); and an HM (A3) stimulated sequentially with a step (500 ms) depolarization, a step (500 ms) hyperpolarization, and a chirp stimulus (starting at t = 5 s and ending at t = 25 s, chirp rate 2Hz/s), all at the same amplitude (stimulus shown schematically at the bottom). Stimulus amplitude was 3-fold the threshold amplitude (3T) for all 3 neurons. Straight line is the chirp frequency (0–40 Hz) plotted against time. The 1:1 and 1:2 phase-locking regimes are indicated by the vertical dashed lines. **Middle row** (B1–B3): the local interspike variability as measured by the Holt coefficient of variation (CV2; see METHODS) plotted against time for the corresponding f–t plots above. Phase-locking (1:1 or 1:2) regions have the lowest CV2 values. The CV2 in B1 in the 1:1 region is higher than that in the cells in B2 and B3, indicative of more irregular firing even during phase-locking in this cell type. Even though it fired tonically at depolarized membrane potentials the cell in B1 had delayed onset characteristics when stimulated at resting membrane potential. C: Membrane voltage traces shown on an expanded timescale taken from the transition region between 1:1 and 1:2 phase-locking, as indicated by the double-ended arrows in A2 and A3. The trace in C1 was taken from the phasic GFP+ cell in A2 and the trace in C2 from the HM in A3. Note the regions of 3:4 and 2:3 firing during the transition between 1:1 and 1:2 phase-locking in the HM (C2) and the irregular firing during this transition in the phasic GFP+ cell (C1). APs are clipped at the top.
GFP+ cells, in contrast, typically transitioned from phase-locking to every cycle (1:1) to every other cycle (1:2) by runs of 1:1 phase-locking interrupted by irregular cycle skipping (Fig. 8C).

Our findings regarding the phase-locking and firing resonance properties of GFP+ interneurons and HMs at normalized stimulus strength are summarized in Fig. 9. The peak number of spikes fired during a chirp stimulus at 3T stimulus strength was significantly higher in phasic GFP+ cells and HMs than that in either group of tonic GFP+ interneurons (Fig. 9A1; ANOVA, Tukey test, \( P < 0.05 \)). The peak number of spikes occurred on average between a chirp frequency of 0–5 Hz for tonic low-pass GFP+ cells, between 10 and 15 Hz for tonic band-pass cells, between 15 and 20 Hz for phasic GFP+ cells and between 20 and 25 Hz in HMs (Fig. 9A1; ANOVA, Tukey test, \( P < 0.05 \)). HMs and tonic band-pass GFP+ neurons fired on average significantly more spikes during the step pulse current stimulus than phasic GFP+ neurons (ANOVA, Tukey test, \( P < 0.05 \)), but the average number of spikes during the step pulse for tonic low-pass and phasic GFP+ cells (5.4 and 2.3 spikes, respectively) was not significantly different. HMs had a 1:1 phase-locking region whose frequency range was of similar width as the range in phasic GFP+ cells (Fig. 9A2, ANOVA \( P > 0.05 \)), whereas tonic low-pass GFP+ cells had the smallest 1:1 phase-locking range of cell groups tested; the difference between tonic low-pass GFP+ cells with phasic GFP+ cells and HMs was significant (ANOVA, \( P < 0.05 \)). The critical resonance frequencies (\( F_{\text{max}} \)) of phasic GFP+ cells and HMs were significantly higher than those of tonic GFP+ cells (ANOVA, \( P < 0.05 \)). The minimum frequency for 1:1 phase-locking (\( F_{\text{min}} \)) was higher in HMs than that in GFP+ cells (ANOVA, \( P < 0.05 \)), a reflection of the tendency of HMs to fire multiple spikes/cycle at low chirp frequencies (Fig. 8A3).

The critical resonance frequency \( F_{\text{max}} \) is a function of the stimulus (Brumberg 2002; van Brederode and Berger 2008). We quantified this relationship by measuring the change in \( F_{\text{max}} \) as a function of stimulus amplitude (normalized by expressing it in multiples of the threshold current 1T). The slope of this relationship was steeper (almost fourfold) in phasic than in tonic low-pass and band-pass GFP+ cells (data not shown; ANOVA, \( P < 0.05 \)). The minimum frequency for 1:1 phase-locking (\( F_{\text{min}} \)) was much less sensitive to stimulus current amplitude; the slope of the relationship between \( F_{\text{min}} \) and normalized stimulus current amplitude was on average fivefold smaller than the slope of the relationship between \( F_{\text{max}} \) and normalized current amplitude in the same

**FIG. 9.** Summary of firing resonance data. A1: composite graph for the average number of spikes per frequency bin for the 3 groups of GFP+ cells and HMs. All cells were stimulated with step and chirp currents at 3T amplitude and were depolarized to just below spiking threshold by injection of DC current. Bars represent SE. T-LP = tonic low-pass (\( n = 24 \)); T-BP = tonic band-pass (\( n = 5 \)); Ph = phasic GFP+ cells (\( n = 4 \)); and HMs (\( n = 7 \)). Note the differences in the peak number of spikes and the input frequency range where this peak occurs among the 4 cell types. Statistical comparisons are given in the RESULTS. A2: comparison of the mean firing frequency during the step current pulse, the minimum (\( F_{\text{min}} \)) and maximum (\( F_{\text{max}} \)) firing rate for the 1:1 phase-locking region, and the width of the 1:1 phase-locking region (Range) in the 4 groups of cells indicated by the vertical bars (error bars indicated are SE). All values were calculated for a 3T stimulus strength. Asterisks indicate statistically different values between groups (details of statistical comparisons are given in the RESULTS). B: relationship between \( F_{\text{min}} \), \( F_{\text{max}} \), and 1:1 phase-locking range of individual GFP+ cells plotted against the membrane time constant determined from hyperpolarizing square current pulses (B1) or plotted against the impedance ratio \( D (D = Z_{\text{m}}/Z_1) \) calculated from subthreshold impedance curves at rest (B2) as in Fig. 3. Straight lines were determined from best-fit linear regression to the data points. Regression coefficients were significant for all relationships shown (Spearman correlation coefficients are given in the RESULTS). Data points surrounded by circles in B1 and B2 are the values for \( F_{\text{min}}, F_{\text{max}} \), and range for the slow (\( \tau_m = 50 \) ms) and fast (\( \tau_m = 15 \) ms) passive model cells (see Modeling results).
cell group and was not different between groups (data not shown; ANOVA, $P > 0.05$). These data demonstrate that 1:1 phase-locking range (i.e., $F_{\text{max}} - F_{\text{min}}$) can be expanded when stimulus current amplitude is increased in phasic GFP+ cells mainly through an increase in the critical frequency $F_{\text{max}}$ but that the 1:1 phase-locking range in tonic GFP+ cells is less sensitive to stimulus amplitude.

The results just presented demonstrate that the ability of GFP+ cells to encode time-varying signals is correlated with their firing properties. It has been suggested that the suprathreshold resonance properties of a neuron are largely determined by their subthreshold impedance profiles (Gutfreund et al. 1995; Pike et al. 2000; Schreiber et al. 2004a). In our study we found that there were significant inverse correlations—as determined by calculating Pearson’s correlation coefficient ($r$)—between the passive membrane time constant $\tau_m$ and $F_{\text{max}}$ ($r = -0.36$), $\tau_m$ and $F_{\text{max}}$ ($r = -0.62$), and $\tau_m$ and the range of the 1:1 phase-locking region ($r = -0.64$) in GFP+ neurons ($n = 31$ cells; Fig. 9B1; $P < 0.05$). A significant inverse correlation was also found between input resistance $R_i$ and $F_{\text{max}}$ and between $R_i$ and the 1:1 phase-locking range ($n = 30$, $P < 0.05$). These data demonstrate that GFP+ neurons with a slow passive membrane time constant and high-input resistance tend to have a narrow 1:1 phase-locking range and low critical input frequency. Conversely, cells with a fast $\tau_m$ and low $R_i$ tend to have the broadest phase-locking range and highest critical input frequency. The subthreshold resonance quality $Q$ was not correlated with $F_{\text{min}}$, $F_{\text{max}}$ or the phase-locking range ($P > 0.05$), but the damping factor $D$ ($Z_m/Z_i$) showed a significant ($P < 0.05$) positive correlation with all three suprathreshold resonance parameters ($n = 21$; Fig. 9B2). This result indicates that cells that have a large drop in subthreshold impedance with increasing sine frequency (i.e., small $D$ values) tend to have the smallest phase-locking range ($r = 0.67$) and lowest $F_{\text{min}}$ ($r = 0.59$) and lowest $F_{\text{max}}$ ($r = 0.68$). The low-pass filtering of time-varying inputs by passive membrane properties therefore plays a significant role in determining the firing resonance properties of GFP+ interneurons.

**Spike timing reliability**

In this study spike timing reliability was tested with repeated (10 trials) chirp current stimuli. Individual spikes from each trial were binned and a PSTH was constructed from the binned (3-ms bin width) values of spike time occurrence (see Methods). This measure of reliability includes both spike probability (i.e., the probability that the cell fired a spike during the depolarization half-cycle at a given chirp frequency in each trial) and timing precision (the cell fired at the same point in time in a cycle in each trial). Thus spike timing reliability measures the ability of a neuron to produce identical neuronal output (e.g., spike firing) given repeated presentations of the same input with 1.0 spikes · bin$^{-1}$ · trial$^{-1}$ being the maximum value (high precision) and a value of 0 spikes · bin$^{-1}$ · trial$^{-1}$ the minimum (low precision).

As described in a previous paper (van Brederode and Berger 2008) we found that spike timing reliability in HMs was highest when these cells phase-locked 1:1 to the stimulus (Fig. 10, A3 and B3). When the cells phase-locked 1:1 to the stimulus they coded the frequency of the chirp current with high precision and the frequency ratio (output frequency/input frequency) was 1 (Fig. 10C3). Peak reliability was on average 0.86 ± 0.06 spikes · bin$^{-1}$ · trial$^{-1}$ in HMs ($n = 5$ cells) and peak reliability was found at a mean chirp frequency (the preferred input frequency) of 13.0 ± 0.7 Hz. Besides the dominant reliability peak in the 1:1 mode several additional but lower reliability peaks were often seen at higher chirp frequencies that were multiples of the preferred input frequency (Fig. 10B3). These additional peaks coincided with phase-locking modes in which the cells fired every second (1:2 mode) or every third cycle (1:3 mode), corresponding to coding of subharmonics of the chirp frequency. When the cell phase-locked 1:2 or 1:3 to the sine wave the cells fired with high timing precision, but with lower probability, since the cells did not always fire during the same cycle from trial to trial (Fig. 10D1), resulting in lower peak reliability (see van Brederode and Berger 2008 and the modeling study of Brette and Guigon 2003 for more detailed descriptions of this phenomenon). In these subharmonic phase-locking regions spike timing was reliable, but it depended on the initial state of the neuron. Reliability was lowest during the transition between phase-locking modes. For instance, when the cells transitioned from 1:1 to 1:2 phase-locking they often went through a brief period of 2:3 firing, although the spiking did not always occur in the same cycle of the chirp stimulus from trial to trial, resulting in low reliability. Spike timing reliability during a square depolarizing current pulse was high for only the first spike in the train in these cells (Fig. 10B3). Peak reliability for the first spike in this train (0.86 ± 0.08 spikes · bin$^{-1}$ · trial$^{-1}$) was not significantly different from peak reliability during the 1:1 mode ($P > 0.05$) An accumulation of spike jitter of subsequent spikes lowered reliability values for spikes that occurred later in the train, such that overall reliability during the square pulse stimulus was low. At low chirp frequencies (<10 Hz) HMs fired multiple spikes/cycle (Fig. 10C3) and spike timing reliability was low and similar to values during a step depolarization.

Compared with HMs, GFP+ neurons as a group ($n = 13$ cells) had lower mean values for peak reliability (0.60 ± 0.06 spikes · bin$^{-1}$ · trial$^{-1}$) and preferred frequency (7.9 ± 1.7 Hz) than those of HMs (Student’s t-test, $P < 0.05$). However, reliability and preferred input frequency were highly variable between cell types within this group. As an example the response recorded in a representative tonic low-pass interneuron is shown in Fig. 10A2. These cells typically fired spikes only at the beginning of the chirp, phase-locked 1:1 to the stimulus for a few cycles, and only at low sine frequency. When tonic low-pass cells phase-locked 1:1 to the chirp stimulus (frequency ratio = 1 in Fig. 10C2) spiking probability was high (the cells fired a spike during every trial for a given cycle) but reliability was low because spike time occurrence varied from trial to trial (Fig. 10D2). Tonic low-pass cells ($n = 8$) showed on average low values for peak reliability during the square pulse (0.36 ± 0.05 spikes · bin$^{-1}$ · trial$^{-1}$) and peak reliability during the chirp stimulus (0.48 ± 0.06 spikes · bin$^{-1}$ · trial$^{-1}$). Peak spike timing reliability was found at a preferred input frequency of 4.6 ± 0.9 Hz.

On the other extreme we encountered two phasic GFP+ cells that phase-locked 1:1 to the chirp stimulus over a wide range of input frequencies with high reliability resulting from both a high spike probability and high timing precision (Fig. 10, A1–D1). Characteristically, these cells did not fire during
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the first cycle of the chirp and spike timing precision was high during 1:1 phase-locking (Fig. 10D1). Spike timing precision and phase-locking in tonic band-pass GFP+ cells \((n = 3)\) fell in between the characteristics for tonic low-pass and phasic GFP+ cells (data not shown). In many ways their responses to repeated step and chirp stimuli resembled those of HMs. Responses in tonic band-pass GFP+ neurons were characterized by moderately high peak reliability during the step

\[
0.77 \pm 0.19 \text{ spikes} \cdot \text{bin}^{-1} \cdot \text{trial}^{-1}
\]

and chirp

\[
0.73 \pm 0.09 \text{ spikes} \cdot \text{bin}^{-1} \cdot \text{trial}^{-1}
\]

stimuli and relatively high preferred input frequency

\[
9.0 \pm 1.9 \text{ Hz}
\]

In summary, tonic low-pass GFP+ cells are best suited to decode DC stimuli with high probability but low precision ("integrator" cells), whereas phasic/single spike GFP+ cells function optimally to decode time-varying stimuli ("coincidence detector" cells). Tonic band-pass GFP+ neurons fall

FIG. 10. Spike-timing precision is a function of the stimulus frequency and cell type. A1–A3: rasterplots of the occurrence of spikes of 3 different cell types in response to repeated intracellular current stimuli (stimulus shown schematically at the bottom). Cell on the left (A1) is a phasic GFP+; cell in A2 is a tonic low-pass GFP+ cell; and A3 shows an example of an HM. Cells were stimulated repeatedly (10 trials, >10 s between individual trials) with a step (500 ms) depolarization and a step (500 ms) hyperpolarization followed by a chirp current stimulus (20 s, chirp rate 2 Hz/s), all at the same amplitude (stimulus shown schematically on the bottom). Stimulus amplitude was adjusted such that the negative steady-state voltage deflection in response to the hyperpolarizing DC pulse was ~20 mV. Stimulus strength was 150, 40, and 250 pA, respectively, for the cells in A1, A2, and A3. B1–B3: corresponding peristimulus time histograms (PSTHs) for the responses shown in A. Spikes were binned in 3-ms-wide bins. The phasic GFP+ cell in B1 fired a single spike or 2 spikes at the start of the depolarizing step (see D1), only the first one of which was a high-precision event (i.e., 10 spikes/bin). Note the absence of firing in this cell during the first cycle of the chirp in any of the trials. The tonic low-pass GFP+ cell (B2) and the HM (B3) fired a train of spikes in response to DC current (see D2 and D3) but only the first spike of the phasic cells and the first spike in the train of the HM cell were high-precision events. During the chirp stimulus (from 5 to 25 s) the phasic cell (B1) fired spikes with high-precision beyond a chirp frequency of 10 Hz (frequency of chirp shown at the top). The tonic cell fired only low-precision spikes with a chirp frequency <10 Hz and stopped firing altogether at higher chirp frequency (B2). The HM fired high-precision spikes between 5 and 10 Hz and medium-precision spikes at higher chirp frequency (B3). C1–C3: the logarithm of the frequency ratio (spike frequency/chirp frequency) plotted against time for the corresponding spike trains shown in A1–A3 at the same timescale as in A and B. When the frequency ratio = 1 the cell fired exactly 1 spike/sine wave cycle. In all 3 cell types (C1–C3) the highest spike-timing precision was achieved when the cell fired 1:1 (compare B and C). In the HM additional phase-locking regions (1:2 and 1:3) were evident during the chirp stimulus. D1–D3: selected regions of the rasterplot in A and the corresponding current stimulus (bottom) shown on an expanded timescale. For the phasic cell (D1) are shown the DC depolarizing pulse, the first 3 cycles of the chirp stimulus, and a 4-cycle segment around a stimulus frequency of 20 Hz (chirp segments have been scaled to the same width and do not represent actual time). Note the 1:1 phase-locking at 20 Hz and high repeatability and spike timing precision at this frequency. For the tonic cell (D2) the DC step and the first 3 cycles of the chirp are shown on an expanded timescale. Notice the trial-to-trial “jitter” in the occurrence of individual spikes with respect to the phase of the sine wave cycle. For the HM (D3) are shown (from left to right) the DC step, 1:1 phase-locking around 10 Hz (4 cycles), and 1:2 phase-locking at 20 Hz (4 cycles). Note that the cell does not always fire a spike in the same cycle from trial to trial during 1:2 phase-locking, but spike “jitter” for a given cycle is low.
somewhere in between these two extremes and, like HMs, have input–output characteristics that allow them to encode both DC and time-varying input signals.

**Modeling results**

We investigated the mechanisms underlying the differences in firing resonance properties among GFP+ interneurons using a single-compartment mathematical model of NR interneurons. Through computer simulations of this neuron model we were able to qualitatively examine the roles played by passive membrane properties and voltage-activated conductances in determining firing and phase-locking properties of different types of GFP+ interneurons encountered in our experimental studies (also see van Brederode et al. 2011). Since the ionic currents and biophysical properties of GFP+ interneurons have not been described in detail we chose a simple nonlinear exponential integrate-and-fire (EIF) model (Fourcaud-Trocmé et al. 2003) to model these neurons. In this model the threshold-old-and-reset spiking mechanism of the standard leaky integrate-and-fire (LIF) model has been replaced by an exponential term to better capture the spiking mechanisms of real neurons (Badel et al. 2008). In addition, we used a modification of the EIF model introduced by Richardson (2009) who used a deterministic voltage-spike template instead of the usual abrupt reset after membrane voltage reaches a spike threshold to better describe spike shape. In the standard LIF model the voltage trajectory between spikes is determined solely by the membrane capacitance (\(C_m\)) and “leak” conductance (\(g_L\)), resulting in linear filtering of input currents. By adding voltage-activated conductances with nonlinear voltage-activation and time constants subthreshold resonance and spike frequency adaptation can be modeled with the EIF model (Richardson 2009). Details of the modified EIF model that we used are given in the appendix. The standard parameters of the EIF model were adjusted where necessary to give a better qualitative description of the passive and active properties of GFP+ interneurons (this study; see also van Brederode et al. 2011). In particular we adjusted the values for \(C_m\) and \(g_L\) to reflect the high-input resistance and relatively slow membrane time constant of GFP+ interneurons (this study; see also van Brederode et al. 2011). We used descriptions of nonlinear voltage-gated conductance derived from recordings in other neuron types or used in other models to describe the active properties of GFP+ neurons (see the appendix for details). Where necessary we adjusted the magnitude of the conductance values or activation kinetics of these nonlinear conductances to better describe the active properties of GFP+ neurons (see following text). For each simulation result we varied the main parameters for passive and active conductances around the chosen value as described in the following text to verify that our modeling results were consistent over a range of values and not unique to a single value.

Our experimental observations indicated that the passive membrane time constant, which determines how fast the membrane potential can change in response to a current input, varied considerably among GFP+ interneurons (Fig. 3, B3 and B4). Furthermore, this membrane time constant is an important determinant of the subthreshold resonance properties of GFP+ interneurons (Fig. 3, B3 and B4). We used two model cells, one with a slow passive membrane time constant (\(\tau_m = 50\) ms) and one with a relatively fast membrane time constant (\(\tau_m = 15\) ms) to explore the effects of differences in \(\tau_m\) on subthreshold resonance properties. For the slow \(\tau_m\) model we set the value of the membrane capacitance and leak conductance to 62.5 pF and 1.25 nS, respectively, according to: 

\[
\tau_m = C_m / g_L.
\]

For the fast \(\tau_m\) model the values for \(C_m\) and \(g_L\) were 37.5 pF and 2.5 nS. With this choice of parameters the input resistance (\(R_in\)) values of the passive slow and fast \(\tau_m\) models were 800 and 400 MΩ, respectively. With these sets of parameters for \(C_m\), \(R_in\) and \(\tau_m\) the passive membrane properties of the slow \(\tau_m\) model are similar to those of tonic firing GFP+ cells, whereas the fast \(\tau_m\) model has passive properties similar to those of phasic GFP+ cells (see Table 1; van Brederode et al. 2011).

We stimulated the two purely passive model cells (all voltage-activated conductances and spike current \(I_{spike}\)) were set to zero; see the appendix), with a sequence of step depolarizing and hyperpolarizing current stimuli followed by a 20-s-long chirp (0–40 Hz), all at the same amplitude at a membrane potential of −70 mV. The stimulus strength was adjusted to give the same voltage amplitude to the step stimulus (10 mV) in the slow and fast \(\tau_m\) model (Fig. 11, A1 and B1). We found that the voltage response behaved according to what would be expected for a cell membrane consisting of only a membrane resistance \((R_m = 1/g_L)\) and capacitance in parallel. The voltage response to step currents rose and decayed with a time constant \(\tau_m\) determined by the values for \(C_m\) and \(R_m\) and the rise and decay time of step voltage responses was slower in the slow compared with that in the fast \(\tau_m\) model (Fig. 11, A1 and B1). The amplitude of the voltage excursions during chirp stimulation decreased monotonically with increasing chirp frequency in both model cells, but the decrease in amplitude was more pronounced in the slow \(\tau_m\) model cell. The strong low-pass filtering of the slow \(\tau_m\) model cell also causes the voltage response of the depolarizing half-cycle to be larger than that of the following hyperpolarizing half-cycle (which has a higher sine frequency due to the linear nature of the forward chirp), but this effect was negligible in the fast \(\tau_m\) model.

The impedance curves, calculated from \(Z(f) = FFT(V)/FFT(I)\), of both passive cell models (Fig. 11C1), were well fit by the theoretical impedance function for a parallel resistor–capacitor (RC) circuit:

\[
\left| Z_{theory} \right| = \frac{R_m}{1 + (2\pi f R_m C_m)^2}
\]

which describes a low-pass filter with cutoff frequency \(f_c = 1/(2\pi R_m)\). At \(f_c\) the capacitive reactance equals the resistance component of the circuit. Below \(f_c\) the behavior is dominated by the resistance and above \(f_c\) by the capacitance. For the slow \(\tau_m\) model cell the value for \(f_c\) was 3.2 Hz and for the fast \(\tau_m\) model cell \(f_c\) equaled 10.6 Hz (Fig. 11C1). The high-frequency decay of membrane impedance was greater in the slow compared with the fast \(\tau_m\) model cell \((D = Z_{theory}/Z_I\) values were 0.08 and 0.32, respectively). These values are within the range of \(D\)-values obtained in GFP+ interneurons with similar time constants as the fast and slow \(\tau_m\) model cells (Fig. 3B3; model cell values indicated by circled symbols). The similarity between the high-frequency decay of membrane impedance of GFP+ interneurons and that of the passive model cells would suggest that low-pass filtering by passive membrane properties is a major determinant of the voltage profiles during chirp
stimulation, especially in nonresonant interneurons (compare the chirp responses in Figs. 1A and 11A1). GFP+ interneurons with a slow passive membrane time constant generally showed a lack of subthreshold resonance (Fig. 3B4) and in these cells the membrane acts as a low-pass filter, with the cutoff frequency determined by the membrane time constant.

To simulate asymmetrical subthreshold resonance (Fig. 1B1) we had to add nonlinear voltage-gated conductances to the purely passive model cells. It has been shown experimentally and using mathematical modeling that two main currents responsible for the generation of slow subthreshold resonance at frequencies <10 Hz are the M-current $I_M$ and the h-current $I_h$ (Hu et al. 2002). Both currents are active in the subthreshold voltage range and activate and deactivate slowly, but differ in voltage dependence ($I_M$ is activated by membrane depolarization, whereas $I_h$ is activated by hyperpolarization) and direction ($I_M$ is an outward current carried by potassium ions and $I_h$ is a mixed cation inward current). It is not known whether interneurons in the NR possess $I_M$ and $I_h$, but the presence of undershoot and overshoots and “sag” in the membrane response to step currents (see Fig. 5 in van Brederode et al. 2011) suggests that one or both currents might be active near resting membrane potential in these cells. In addition, the asymmetry in the response to step depolarizing and hyperpolarizing cur-
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rents (step rectification) and chirp currents at rest suggests that these stimuli activated or deactivated slow subthreshold voltage-dependent currents in some GFP+ interneurons (Fig. 1B1).

Our description of the M-current is based on the well-known Traub–Miles model, as modified by Benda and Herz (2003) and incorporated into the EIF model by Richardson (2009). In this model very little M-current is activated below −65 mV, but it activates rather steeply near spike threshold (see the Appendix for details). The modified Traub–Miles model gives a good approximation to the spike-frequency adaptation and f–I curves of real neurons when the magnitude of the steady-state M-conductance (g_M) is 80 times the value of the leak conductance (Benda and Herz 2003). Adding the M-conductance (g_M = 80g_L) to the passive model cell with slow τ_m resulted in rectifying responses to depolarizing and hyperpolarizing step currents (Fig. 11A2a). The amplitude of the steady-state depolarization voltage change (ΔV_d) was smaller than the hyperpolarization voltage change (ΔV_p) with an R value of 0.93. When we doubled the stimulus amplitude to just below the threshold for spiking the rectification of the depolarizing step response became more pronounced (R = 0.80) and now small over- and undershoots at the beginning and end of the depolarizing step were seen, indicating that activation of g_M by the depolarizing step opposed membrane depolarization (Fig. 11A2b). Although the amplitude of the depolarizing envelope of the response to chirp stimulation was generally smaller than the hyperpolarizing envelope, the chirp responses of the slow τ_m model with g_M did not show subthreshold resonance (Fig. 11A2b). In contrast, the fast τ_m model cell with g_M (g_M = 80g_L) showed asymmetrical subthreshold resonance of the type found in some GFP+ interneurons, but only with a large-amplitude chirp stimulus (compare Fig. 11, A2a and B2b; also see Fig. 1B1). With this stimulus amplitude the depolarizing envelope showed resonance at a local maximum voltage at f_upp, at 3.0 Hz, whereas the hyperpolarizing envelope decreased monotonically with increasing chirp frequency (Fig. 11B2b). This value for f_upp is within the range that we found experimentally for resonant GFP+ neurons (average f_upp = 4.1 Hz; see Table 1). Note that the amount of rectification in response to step responses for the simulations in Fig. 11, A2b and B2b was the same (R = 0.80 in both cases), but that only the fast τ_m model cell showed resonance. We achieved the same amount of step rectification in these simulations because the magnitude of g_M was scaled to the magnitude of g_L in both the slow and fast τ_m model cells to give a comparable level of M-conductance, despite a difference in the cells’ leakage conductance. We also ran simulations in which the value of g_L was the same, which eliminated the need to scale active conductances, but varied the effective membrane capacitance to make an alternative slow (g_L = 2 nS, C_m = 100 pF, τ_m = 50 ms) and fast (g_L = 2 nS, C_m = 30 pF, τ_m = 15 ms) τ_m model cell. These alternative fast and slow τ_m model cells behaved the same with respect to the effect of adding g_M on subthreshold resonance as the standard model cells, with identical membrane time constant (data not shown), suggesting that it is the membrane time constant and not input resistance alone that determines whether resonance is expressed. Asymmetric resonance of the depolarizing voltage envelope in response to large-amplitude chirp stimulation of the standard fast τ_m model cell was still observed when we reduced the magnitude of g_M by half (g_M = 40g_L), but the magnitude of the resonance and upper resonance frequency were reduced compared with the model cell with the standard value of g_M (data not shown). It was possible to create subthreshold resonance in the depolarizing voltage envelope of the slow τ_m model in response to large-amplitude chirp response, but only when we increased the amount of M-conductance to at least threefold the standard g_M conductance value (data not shown). However, with this magnitude of M-conductance (g_M = 240g_L) the response to step current stimulation in the slow τ_m model cell showed a large amount of rectification (R = 0.69), which was beyond the range of R values found experimentally in GFP+ interneurons (Table 1). The upper resonance frequency in these simulations with g_M = 240g_L was lower in the slow (f_upp = 2.3 Hz) compared with that in the fast (f_upp = 3.6 Hz) τ_m model cell with g_M = 240g_L.

The effects of chirp stimulus amplitude and the role played by g_M to create asymmetrical subthreshold resonance were also reflected in the corresponding impedance curves for the slow and fast τ_m model cells (Fig. 11, C2 and C3). At small chirp amplitude the amplitude of the depolarizing voltage excursions was slightly smaller than that of the corresponding purely passive model at low chirp frequency (Fig. 11, A2a and B2a) and this resulted in a small decrease of the calculated impedance from the theoretical passive impedance graph at these frequencies (Fig. 11, C2 and C3; compare black and blue curves). This smaller impedance at low chirp frequencies (i.e., below the passive cutoff frequency) of the model cells with g_M compared with the purely passive model cells was more obvious with a large-amplitude chirp stimulus (Fig. 11, C2 and C3, green traces). The higher passive cutoff frequency in the fast τ_m model and larger “flat” region of the impedance curve at low-input frequency allowed for a more pronounced counteracting of the depolarizing voltage response to chirp stimulation by g_M at low input frequency (compare Fig. 11, C2 and C3). The “oscillations” in impedance curves at low frequency are characteristic of asymmetric voltage responses to low-frequency chirp stimulation. The amount of resonance, as quantified by the Q-value obtained from a log-normal fit to the impedance curve (fit not shown) for the chirp response in Fig. 11B2b, was 1.05, which is in the same range as that found experimentally in resonant GFP+ neurons (Table 1). Similar voltage profiles and impedance curves were obtained in the model when we ran the chirp stimulus in forward (0 – 40 Hz) or reverse (40 – 0 Hz) mode (data not shown), confirming our experimental observation that the direction of the chirp stimulus does not substantially alter subthreshold resonance profiles.

In summary, adding g_M to the passive model cell predominantly depressed the depolarizing amplitude of low-frequency sine wave stimuli and caused asymmetrical resonance profiles. At high-input frequencies this current is too slow to oppose membrane depolarization and the behavior of the cell is dominated by its passive membrane properties instead, more specifically by its passive membrane time constant. The cutoff frequency of cells’ passive membrane determines the relative importance and frequency range of the resonance effect of g_M. The effects of g_M are more pronounced with large depolarizing steps because more of the current is activated at depolarized voltages.

The simulations of the effects of adding g_M to the two model cells are in agreement with several of our experimental findings.
in GFP+ interneurons. First, we found asymmetric resonance mainly in neurons with a relatively fast $\tau_m$ and neurons with the fastest $\tau_m$ had the highest upper resonance frequency (Fig. 3B2). Second, we saw depolarizing step rectification in our recordings from resonant GFP+ cells (Fig. 1B1; Table 1) that was similar in nature and magnitude as in the model cell with $g_M$. Last, we found experimentally that asymmetric voltage profiles in response to chirp stimulation were observed for large-amplitude stimuli only (Fig. 1B1). These observations suggest that $g_M$ (or a similar type of current) plays a role in shaping subthreshold responses at rest in response to large-amplitude sine wave stimuli in resonant GFP+ cells.

Adding $g_h$ to the passive model cells (see the appendix for details on the $h$-current parameters) resulted in the characteristic depolarizing membrane “sag” in response to hyperpolarizing step current pulses (Fig. 12A). We set $g_h = 0.5 g_L$ to create a depolarizing sag ratio (the sag ratio = peak voltage/steady-state voltage) of 1.31, which was similar to that found in GFP+ interneurons with the largest sag (see Table 1 in the companion paper, van Brederode et al. 2011). Adding $g_h$ resulted in asymmetric voltage responses to step and chirp current stimuli when we stimulated the model cells with just-subthreshold current stimuli (Fig. 12A). Hyperpolarizing step responses were reduced more than depolarizing step re-

**FIG. 12.** The effects of adding the hyperpolarization-activated conductance $g_h$ on subthreshold resonance properties. A: effects of adding the conductance for the h-current ($g_h = 0.5 g_L$) to the responses of a passive model cell with a slow (top trace, $\tau_m = 50$ ms) or fast (bottom trace, $\tau_m = 15$ ms) membrane time constant. Hyperpolarizing DC current was used to set $V_m$ to $-70$ mV in the models with $g_h$. Dashed horizontal lines show the magnitude of the membrane depolarization and hyperpolarization elicited by a step stimulus of this amplitude in the purely passive model cell. Note the asymmetry in the voltage responses to step currents. Vertical arrows show the steady-state membrane voltage change in response to depolarizing ($V_1$) and hyperpolarizing ($V_2$) step current pulses (current stimulus shown schematically at the bottom). Activation of $I_h$ by the hyperpolarizing step resulted in a depolarizing membrane voltage “sag” toward rest (the sag ratio = peak voltage/steady-state voltage, was 1.31; see companion paper) and a decrease in the amplitude of $V_2$. The rectification ratio of the step responses was 1.44. The conductance $g_h$ caused resonance of the lower voltage envelope of the large-amplitude chirp response in the fast $\tau_m$ model but not in the slow $\tau_m$ model cell. B1: combined effects of adding $g_h$ ($g_h = 0.5 g_L$) and $g_M$ ($g_M = 80 g_L$) to the fast $\tau_m$ model cell. The amount of asymmetry of the step responses was decreased compared with the trace in A, whereas the chirp response now showed resonance in both the upper and lower voltage envelopes, resulting in a more symmetrical impedance profile ($f_{res} = 3.6$ Hz). B2: traces showing the magnitude and time course of $I_h$ (top) and $I_M$ (bottom) during the voltage response shown in B1. C: superimposed impedance graphs for the purely passive model cell (dashed line), the model cell with $g_h$ (black line), and the model cell with both $g_h$ and $g_M$ (gray line).
sponses by adding \( g_h \), resulting in an \( Rr \) value of 1.44. As with \( g_h \), the effects of the \( h \)-current on chirp responses were more pronounced in the fast compared with the slow \( \tau_m \) model cell, even though the amount of rectification and the sag ratio were the same in the fast and slow model cells (\( g_h = 0.5 g_t \) in both model cells; compare top and bottom traces in Fig. 12A). In contrast to the effects of \( g_h \), activation of the \( h \)-conductance by a large-amplitude chirp stimulus resulted in a resonance peak in the hyperpolarizing voltage envelope, but again only in the fast \( \tau_m \) model cell (Fig. 12A). Similar to the effect of \( I_m \), the \( h \)-current decreased the impedance of the fast \( \tau_m \) model cell for chirp frequencies below \( f_c \) (Fig. 12C). Hyperpolarizing asymmetric resonance of the type shown in the bottom trace of Fig. 12A was not seen experimentally in GFP+ neurons and the hyperpolarizing step rectification ratio values were also larger than those found experimentally (see Table 1). When we added both \( g_M \) and \( g_h \) to the fast \( \tau_m \) model cell we observed a more symmetric resonance profile of the type shown in Fig. 12B1. The amount of step rectification (\( Rr = 1.21 \)) was reduced in the model with \( g_M \) and \( g_h \) compared with the model with \( g_h \) alone (compare Fig. 12, A and B1) and both the depolarizing and hyperpolarizing voltage envelopes during chirp stimulation showed resonance. The opposite effects of \( g_h \) and \( g_M \) on the voltage responses to step and chirp current stimuli are the result of the differences in voltage-activation between the two currents. There is some activation of \( I_h \) at rest in our model but little activation of \( I_M \) (Fig. 12B2). During step or chirp depolarization, \( I_h \) is turned off whereas \( I_M \) is turned on; the opposite effect is seen during the hyperpolarizing phases of the current stimulus (Fig. 12B2). At high-input frequencies both currents are too slow to oppose changes in membrane potential. The impedance curves for the fast \( \tau_m \) model with \( g_h \) alone and with \( g_M \) and \( g_h \) show a decreased impedance at frequencies below \( f_c \) compared with the purely passive model (Fig. 12C). The model cell with \( g_M \) and \( g_h \) showed a resonance peak (\( Q = 1.14 \)) at a chirp frequency of 3.6 Hz. These values \( f_{app} \) and \( Q \) are within the range found experimentally in resonant GFP+ interneurons (see Table 1 and Fig. 3, B2 and B4).

In summary, these modeling results suggest that the presence of currents such as \( I_h \) and \( I_M \), either alone or in combination, in neurons with passive properties similar to GFP+ interneurons in the NR can create subthreshold resonance. Whether these resonance profiles are symmetric or asymmetric depends on the relative balance between these two currents. Due to the voltage-dependent activation characteristics of \( I_h \) and \( I_M \), membrane potential and stimulus amplitude influence the resonance profiles, whereas the low-pass filtering properties of the cells influence whether subthreshold resonance is expressed or not in these neurons.

We next examined the effects of passive and active membrane properties on the firing resonance properties of the EIF model. As in our experimental studies we studied firing resonance at a depolarized membrane voltage just below spike threshold. To achieve this, the slow and fast \( \tau_m \) model cells were first depolarized to a holding potential of –60 mV by injection of steady DC current. We then injected them with the same sequence of step and chirp current stimuli that we used experimentally in GFP+ neurons (Fig. 13). To study firing resonance we added a spike-generating mechanism to the passive slow and fast \( \tau_m \) model cells as described earlier (see the APPENDIX for details; also see Richardson 2009). Chirp stimulation at –60 mV at just-subthreshold stimulus amplitude resulted in a voltage envelope that decreased monotonically with increasing sine wave frequency when the model cells consisted of a passive RC circuit and spiking mechanism (Fig. 13). The amount of low-pass filtering of the input signal depended on the time constant of the cell membrane; the amplitude of the voltage envelope decreased more with increasing chirp frequency in the slow (Fig. 13A) compared with the fast (Fig. 13B) \( \tau_m \) model with \( D \)-values of 0.07 and 0.24, respectively. The slight difference in voltage envelopes and \( D \)-values between simulations at –70 (Fig. 11) and –60 mV (Fig. 13) is explained by the fact that at –60 mV with just-subthreshold chirp stimulus amplitude there is already some activation of the spike-generating current of the model (see the APPENDIX). When stimulus current amplitude was increased beyond firing threshold (the model cell generates a spike when the voltage crosses a spike-initiating threshold at –53 mV; see the APPENDIX) both model cells fired a train of APs in response to a depolarizing step stimulus that did not show spike-frequency adaptation (Fig. 13, A2 and B2). Compared with the slow \( \tau_m \) model the fast \( \tau_m \) model fired more spikes in response to positive step current stimulation for an equivalent stimulus amplitude (stimulus amplitude was set to give the same amount of membrane hyperpolarization during the negative current step in each model cell; see Fig. 13, A2 and B2). The fast \( \tau_m \) model also fired more spikes during chirp stimulation, showed a more pronounced firing of multiple spikes/cycle at low chirp frequency, and had an expanded 1:1 phase-locking range compared with the slow \( \tau_m \) model (Fig. 13, A2 and B2). The relationship between average firing frequency during the step depolarization and injected current strength (normalized for the difference in absolute threshold current between the two model cells) was more nonlinear in the fast \( \tau_m \) model and had a steeper initial normalized \( f-I \) slope (31.6 vs. 7.4 Hz; Fig. 13, A3 and B3). The slope of the relationship of \( F_{\text{min}} \) and \( F_{\text{max}} \) of the 1:1 phase-locking range of the chirp response as a function of stimulus strength was 0.9 and 2.1 (slow \( \tau_m \)) and 3.1 and 6.4 (fast \( \tau_m \)), whereas the width of the 1:1 phase-locking range at a stimulus strength of threefold threshold current amplitude (3T) was 2.6 Hz (slow \( \tau_m \)) and 8.3 Hz (fast \( \tau_m \)), respectively. At chirp frequencies beyond the 1:1 phase-locking range both model cells stopped firing abruptly (Fig. 13); when stimulus amplitude was further increased the cells were able to phase-lock to subharmonics of the input frequency, albeit for only a very limited input frequency range (data not shown). As a control we ran similar simulations for the alternative fast and slow model cells [in these models \( g_h \) was the same (i.e., 2 nS) but different membrane time constants (50 and 15 ms) were achieved by adjusting the effective membrane capacitance; see description in preceding text]. The results for these alternative slow and fast model cells were very similar to what was found for the standard cells with the same membrane time constant (data not shown), suggesting that it is the membrane time constant and not input resistance or capacitance alone that determine firing resonance properties in the passive model. These computer simulations further illustrate the important role that passive membrane properties play in determining the firing resonance properties of GFP+ interneurons. The minimum and maximum firing frequencies and 1:1 frequency range of the slow and fast \( \tau_m \) model cells were similar to what we found exper-
imentally in GFP+ interneurons for cells with comparable passive membrane time constants (Fig. 9B1, model values indicated by circles) or subthreshold resonance profiles (Fig. 9B2, model values indicated by circles).

The influence of $g_h$ on firing resonance properties is small since this current is scarcely activated at voltages near spike threshold (data not shown; also see Hu et al. 2002) and therefore the role of this conductance was not studied further. The M-current, in contrast, is expected to make a larger contribution to membrane properties and firing because it is more activated at $-60$ than that at $-70$ mV. Adding $g_M$ to the passive model cell with spiking mechanism (at $g_M = 80g_L$) resulted in subthreshold resonance when the cells were stimulated with a just-subthreshold chirp current stimulus at a holding potential of $-60$ mV (Fig. 14A1; only the trace for the fast $\tau_m$ model cell is shown). The resonance quality was larger ($Q = 1.22$ vs. 1.02) and the upper resonance frequency was higher ($f_{upp} = 3.0$ vs. 1.7 Hz) in the fast compared with the...
slow $\tau_m$ model cell. Since the effects of $g_M$ in the fast $\tau_m$ model cell were much more pronounced and since resonance was found experimentally mainly in neurons with a fast $\tau_m$ (see preceding text), only the firing resonance properties of this model are described here.

Adding $g_M$ caused a decrease in average firing rate response to membrane depolarization compared with the fast $\tau_m$ model cell without $g_M$ (compare Figs. 13B and 14A). With the addition of $g_M$ the minimum step current amplitude to cause firing of a single AP was increased from 12.7 to 17.5 pA compared with the passive model (Fig. 14A). A train of APs was evoked at suprathreshold step stimulus amplitudes, characterized by spike-frequency adaptation and a pronounced afterhyperpolarization (Fig. 14A). The model with $g_M$ spiked first at the subthreshold upper resonance frequency and not at the first cycle as in the passive model when stimulus amplitude was increased from sub- to suprathreshold amplitude (data not shown). For the same suprathreshold chirp stimulus amplitude the model cell with $g_M$ fired fewer multiples spikes/cycle than the model cell without $g_M$ and the model cell was able to phase-lock to harmonics of the chirp stimulus (Fig. 14A3). The $f-I$ curve for the EIF model was linearized after inclusion of $g_M$ and its normalized slope decreased to 4.0 Hz compared with an initial normalized slope of 31.6 Hz for the passive fast $\tau_m$ model cell (Fig. 14A4). $F_{\min}$ and $F_{\max}$ for the 1:1 phase-locking range were shifted to lower frequency values and the slopes of the $F_{\min}$ and $F_{\max}$ versus normalized current relationships were reduced to 1.6 and 3.0 Hz from their values of the fast $\tau_m$ model cell without $g_M$ (3.1 and 6.4 Hz, respectively). The hyperpolarizing M-current is substantially activated at a holding potential of $-60$ mV and this resulted in an increase in the minimum injected current necessary to cause repetitive firing from 12.9 to 23.6 pA, whereas the minimum firing frequency at threshold current amplitude was reduced to 2.6 Hz compared with 4.2 Hz for the passive model. At a stimulus amplitude of 3T the values of $F_{\min}$, $F_{\max}$, and 1:1 phase-locking range in this model cell were 4.4, 9.7, and 5.3 Hz, respectively, which is within the range found experimentally in GFP+ neurons (Fig. 9A2). In summary, inclusion of $g_M$ in the fast $\tau_m$ model cell enabled it to phase-lock to harmonics of the stimulus and it decreased the number of spikes fired at low-frequency input compared with the passive model, thereby extending the range of input frequencies where the model responded with well-timed spikes.

In our experimental studies we encountered a group of GFP+ interneurons that fired a single spike or a brief burst of a few spikes only at the beginning of a long step depolarization (“phasic” cells; also see van Brederode et al. 2011). Phasic spiking was found in interneurons with a relatively fast membrane time constant (15 ms on average; see van Brederode et al. 2011). We were able to create single spiking as a result of extreme spike-frequency adaptation in the fast $\tau_m$ model cell with $g_M$ (see preceding text) when we increased the value of $g_M$ from the standard value of 80 $g_{\text{KLT}}$ but at this magnitude of the conductance the size of the afterhyperpolarization became much larger than what we saw experimentally in phasic GFP+ interneurons (data not shown) and the overall firing rate became very low. Short-latency firing of a single spike during a long depolarizing current step has been attributed to activation of dendrotoxin (DTX)-sensitive, low-threshold potassium conductance in a variety of neurons (Barnes-Davies et al., 2004; Catacuzzeno et al., 2008). In these prior studies block of this type of conductance with DTX transformed single spiking to repetitive firing of multiple spikes in response to long depolarizing current pulses. Single and phasic spikings in our simulations were achieved by including a low-threshold, depolarization-activated potassium current $I_{\text{KLT}}$ in the fast $\tau_m$ model cell. This current, named $I_q$ by Richardson (2009), activates at voltages positive to $-80$ mV, is half-activated at $-50$ mV, and has two voltage-dependent activation time constants (see the APPENDIX for details). Adding this conductance (at $g_{\text{KLT}} = 2g_{\text{L}}$; see Richardson 2009) to the fast $\tau_m$ model cell resulted in firing of a single spike immediately at the beginning of the pulse at just-suprathreshold current pulse strength (see Fig. 14B1). Single spiking persisted until the current amplitude was increased from threshold to 35.9 pA, after which the cell fired a brief burst of spikes at the beginning at the pulse (i.e., “phasic” spiking; Fig. 14B1). Only at high current amplitude was this model cell able to fire a train of APs (data not shown). Spikes were followed by a brief, depolarizing hump, similar to what we saw experimentally in some phasic GFP+ interneurons at membrane potentials close to firing threshold (see Fig. 7A1; van Brederode et al. 2011). Adding $g_{\text{KLT}}$ also caused a depolarizing membrane voltage sag and overshoot at the end of a hyperpolarizing current pulse and induced a prominent subthreshold membrane voltage resonance in response to chirp stimulation at $-60$ mV (Fig. 14, B2 and B3; also see Richardson 2009). The upper resonance frequency of the fast $\tau_m$ EIF model with $g_{\text{KLT}}$ was 5.0 Hz, with a $Q$-value of 1.50 at a holding potential of $-60$ mV. Subthreshold resonance was also present in this model cell at a holding potential of $-70$ mV, but was much less pronounced than that at $-60$ mV with a $Q$-value.

FIG. 13. Effects of passive membrane properties on firing resonance properties of the exponential integrate-and-fire (EIF) model cell. We compared firing resonance in the model cells with slow ($C_m = 62.5$ pF, $g_L = 1.25$ nS, $\tau_m = 50$ ms, left) and fast $\tau_m$ ($C_m = 37.5$ pF, $g_L = 2.5$ nS, $\tau_m = 15$ ms, right). Slow and fast $\tau_m$ model cells were depolarized with DC current (+12.5 or +25 pA, respectively) to just below firing threshold at a holding potential of $-60$ mV prior to step or chirp current stimulation. Model cells consisted of a leak conductance, DC current, membrane capacitance, and spiking current $I_{\text{spk}}$ (see the APPENDIX). A1 and B1: membrane voltage traces (top) of the 2 model cells in response to just-subthreshold chirp stimulation. Chirp stimulus (20 s, 0–40 Hz) is shown schematically at the bottom. Actual stimulus current amplitude was 7.5 pA (A1) and 12.75 pA (B1). Note the absence of subthreshold resonance. A2 and B2: examples of membrane voltage traces (top) in response to suprathreshold step and chirp stimulation (stimulus shown schematically at the bottom) for the model cells shown in A1 and B1. Stimulus amplitude was 15 pA (A2) or 30 pA (B2), which gave the same amount of step hyperpolarization in both model cells. Only the first 10 s of the 20 s linear (0–40 Hz) chirp stimulus are shown. Insets show membrane voltage during the depolarizing step on an expanded timescale. A3 and B3: instantaneous firing frequency plotted against time for the step and chirp responses in A2 and B2. The dashed lines represent linear chirp frequency (cutoff in the graph at a frequency of 20 Hz). Chirp stimulation started at $t = 0$ s, step stimulation at $t = -4$ s. Phase-locking ranges are indicated on the graphs. Note the abrupt cessation of firing beyond the critical input frequency. A4 and B4: average firing frequency during the step depolarization ($F_{\text{npk}}$), and $F_{\text{max}}$ and $F_{\text{min}}$ of the 1:1 phase-locking range plotted against normalized stimulus amplitude ($I_{\text{spk}}$). For the slow (A4) and fast (B4) $\tau_m$ model cells. Stimulus current was normalized by dividing the actual current amplitude by the amplitude of the threshold current (= minimum current where cell fired 2 spikes during step stimulation). Values for threshold current were 8.1 pA (A4) and 12.9 pA (B4). Minimum firing frequency at threshold step current amplitude was 4.0 (A4) or 4.2 Hz (B4).
of 1.08 and upper resonance frequency of 4.1 Hz. At −70 mV this model cell showed rectification of the depolarizing step current response with a rectification ratio ($R_r$) of 0.63 (data not shown). The model cell with $g_{KLT}$ fired spikes first during cycles corresponding to the maximum in the depolarizing subthreshold voltage envelope when stimulus amplitude was increased (data not shown). The model with $g_{KLT}$ was further characterized by the fact that it fired exclusively single spikes/cycle in response to intermediate chirp frequencies (Fig. 14B3). This band-pass behavior was most evident at moderate stimulus strength and was characterized by the absence of spike firing at low and high chirp frequencies. At high current amplitude the model cell with $g_{KLT}$ was able to fire multiple spikes/cycle during chirp stimulation at low input frequencies, but phase-locking to subharmonics of the input frequency at frequencies beyond $F_{\text{max}}$ was not seen until current amplitude was increased beyond twofold the threshold current to evoke spiking in this model (data not shown). The slope of the relationship between $F_{\text{max}}$ and normalized chirp stimulus amplitude was steeper in the model with $g_{KLT}$ than in any of the other models (15.2 Hz), but the slope of the $F_{\text{min}}$ versus normalized current amplitude relationship (3.0 Hz) was similar.
to that of the fast $\tau_m$ model cell without $g_{KLT}$ and the model with $g_M$. Furthermore, the normalized slope of the $f-I$ relationship for the average firing frequency during the step depolarization ($F_{\text{step}}$) was steeper than that for the other EIF models and the threshold current for repetitive firing (35.9 pA) and minimum firing frequency (12.9 Hz) larger (Fig. 14B4). These properties of the model cell with $g_{KLT}$ compared with the model without $g_{KLT}$ are similar to what we found experimentally when we compared the firing resonance and phase-locking properties phasic to tonic GFP interneurons (see preceding text). When we reduced the magnitude of the conductance $g_{KLT}$ from its standard value by half (i.e., $g_{KLT} = \frac{1}{2}g_L$) our main findings regarding the firing patterns in response to step and chirp current stimulation such as single/phasic spiking, large 1:1 phase-locking range, and the absence of spiking during high and low chirp frequency were qualitatively similar to the model with $g_{KLT} = 2g_L$ (data not shown). Thus the presence of a current such as $I_{KLT}$ promotes both single and phasic spiking and extends the 1:1 phase-locking range associated with the firing of spikes with high reliability and precision (see preceding text).

In summary, our modeling studies suggest that firing resonance and phase-locking are functions of both the passive membrane properties and voltage-gated conductances active in the perithreshold membrane voltage range. Differences in membrane time constant and the relative expression of $g_M$ and $g_{KLT}$ are sufficient to explain the variety of the firing responses observed with step current pulses and firing resonance and phase-locking properties observed in response to sine wave stimulation that we encountered in our experimental studies of GFP + interneurons.

**DISCUSSION**

**Summary**

In the companion paper (van Brederode et al. 2011) we describe the subthreshold and spike firing responses to long depolarizing injected current pulses of different classes of GAD67-GFP + interneurons in the NR. Herein we extend this analysis to time-varying stimuli by examining the sub- and suprathreshold resonance properties of these neurons injected with sine wave current stimuli. Our results indicate that neurons with tonic or phasic firing patterns in response to step current pulses have different firing resonance properties and differ in their ability to phase-lock to sine wave current input. We used a mathematical model to simulate the firing resonance properties of different classes of GFP + interneurons and found that differences in voltage-activated currents active in the perithreshold voltage range most likely contribute to different firing properties to step and sine wave current stimuli among interneuron classes. In addition we show that the passive membrane properties—and the associated low-pass filtering of time-varying inputs—are a major determinant of firing resonance and phase-locking properties in these neurons.

**Responses of inhibitory interneurons to fluctuating current inputs**

Although our study is, to our knowledge, the first to describe the responses of brainstem inhibitory interneurons to fluctuating current inputs, the responses of different classes of inhibitory interneurons to chirp current inputs have been investigated in the hippocampus (Pike et al. 2000). Horizontal, presumably inhibitory, interneurons in the stratum oriens had a preferred maximum firing frequency at input frequencies between 3 and 10 Hz, but most fast-spiking interneurons had a much higher preferred input (between 30 and 50 Hz). In addition, subthreshold resonance curves in horizontal interneurons showed a peak at a mean input frequency of 2.4 Hz, whereas fast spiking interneurons showed subthreshold resonance at frequencies between 10 and 50 Hz. Horizontal interneurons also had higher input resistance and longer time constants than those of fast-spiking interneurons. In our sample of inhibitory interneurons in the NR we did not find neurons with a “fast spiking” phenotype, such as described in the hippocampus (and neocortex). Although some tonic GFP + cells showed little or no spike-frequency adaptation in response to long depolarizing currents pulses (van Brederode et al. 2011), these cells lacked the relatively fast membrane time constant and narrow AP width characteristics of fast-spiking interneurons in the hippocampus (Pike et al. 2000). Instead, the...
frequency preference and subthreshold resonance properties of tonic GFP+ cells in our study are in the same range as those of horizontal hippocampal interneurons.

The firing properties of GFP+ interneurons in our study resemble more closely those of neurons in lamina I of the spinal dorsal horn, including tonic, delayed onset, and single spike/phasic firing in response to long depolarizing current pulses (Prescott and De Koninck 2002). In their study, lamina I neurons with tonic and delayed onset firing properties responded best to slowly varying stimuli, whereas phasic and single spike neurons responded best to high-frequency stimulation. Furthermore, the slow time constant of tonic spinal neurons tended to promote temporal summation, allowing these cells to linearly transduce stimulus intensity into firing frequency, whereas the fast membrane time constant and high-threshold current of single spike neurons allowed for detection of coincident input (Prescott and De Koninck 2002). We found a similar functional division between neurons with these firing types in the NR based on their responses to step and chirp current stimuli. These distinct firing patterns (tonic, delayed onset, and single spike) have also been described in trigeminal ganglion neurons (Catacuzzeno et al. 2008) and thus might be a more general feature of heterogeneous populations of sensory neurons.

In experimental and modeling studies of GABAergic neurons in the medial septum (Wang 2002) and cerebellar granule cells (D’Angelo et al. 2001) intermittent firing coupled with a long delay to the first spike when cells are made to fire from a relatively hyperpolarized membrane potential was due to a depolarization-activated potassium current $I_{KS}$. We also saw this behavior in a subclass of GFP+ interneurons at just-suprathreshold current amplitude (van Brederode et al. 2011). $I_{KS}$ inactivates slowly and causes ramp depolarizations in response to a step depolarizing current pulse (the slow depolarization-activated potassium current $I_{KL,T}$ in our model deactivated instantaneously and does not cause this type of firing behavior). Neurons that possess $I_{KS}$ respond better to phasic stimuli and can produce precisely timed spikes (Balu et al. 2004). In other cell types delayed firing is caused by a fast-inactivating A-type potassium current (Catacuzzeno et al. 2008). Although our sample was small, we observed that delayed-onset irregular firing GFP+ interneurons were bandpass in nature and we hypothesize that their firing and firing resonance properties are due to the presence of $I_{KS}$ and/or $I_{A}$ in these cells.

The nature of the synaptic stimulus that GFP+ interneurons located in the NR receive is not known, but it is possible that they are encoding different stimulus modalities that are then integrated at the HM level during various orofacial behaviors and respiration. In the cat, neurons in perihypoglossal regions just ventrolateral to the XII nucleus, which includes the NR, relay information carried by afferents in the trigeminal, hypoglossal, and vagal nerves and inhibit hypoglossal neurons during swallowing (Ono et al. 1998). We did not investigate whether different types of GFP+ interneurons are involved in these types of sensory processing, but based on their transduction properties most tonic GFP+ interneurons are best suited to control how fast HMs fire, whereas phasic/single spike GFP+ interneurons are best suited to control when HMs fire, thus functionally dividing inhibitory interneurons in the NR into different groups.

### Mechanisms of subthreshold resonance

Many neurons in the brain show some form of subthreshold membrane resonance (Ercova et al. 2004; Gimbarzsky et al. 1984; Hu et al. 2002; Hutcheon et al. 1996b; Manuel et al. 2009; Nguyen et al. 2004; Pike et al. 2000). Neurons that exhibit subthreshold resonance produce large membrane voltage responses when they are driven by inputs at their resonance frequency and smaller voltage deflections at other input frequencies (Hutcheon and Yarom 2000). Subthreshold resonance has been shown to be caused by a combination of low- and high-pass filtering of fluctuating inputs by the cells’ membrane (reviewed by Hutcheon and Yarom 2000). The low-pass filtering is the result of the passive membrane properties (the combination of a leak conductance and capacitance in parallel), with the cutoff frequency set by the RC time constant. A purely passive RC circuit does not show resonance and in our study the majority of tonic GFP+ interneurons at rest behaved like such a circuit. The high-pass filtering is due to slow voltage-activated conductances such as $I_{KS}$, $I_{M}$, and $I_{KL,T}$ that actively oppose changes in membrane potential. The published time constants for activation of $I_{KS}$ and $I_{M}$ are similar to the passive membrane time constant of many tonic GFP+ cells (see Hu et al. 2002) and in these cells there is no resonance, even though the rectification and “sag” in the membrane voltage responses to step depolarizing pulses and the voltage dependence of this rectification suggest that these conductances are present. Only when there is enough of a “gap” between the activation time constant of these conductances and the passive membrane time constant is there a “window” at intermediate frequencies where membrane resonance can occur (Hutcheon et al. 1996a). The faster membrane time constant of resonant GFP+ cells allows for such a “gap.” Consistent with this theory we found that, among GFP+ cells that showed resonance, the resonance frequency and quality increased with a decreasing membrane time constant. HMs, which had the fastest passive membrane time constant, all showed some form of membrane resonance. Similar relationships between membrane time constant, quality, and resonance frequency were recently described in mouse spinal motoneurons (Manuel et al. 2009). The resonance frequency in these neurons (17 Hz on average) was higher than that in any of the neurons in our study, attributable at least in part to the very fast membrane time constants in spinal motoneurons (2.5 ms on average; Manuel et al. 2009). The fact that their recordings were performed in vivo with sharp microelectrodes likely contributes to the fast membrane time constant reported in these studies.

Although both $I_{M}$ and $I_{KS}$ can cause subthreshold resonance, the resulting resonance profiles are not necessarily the same. $M$-current is turned on by the depolarizing half-cycle at low chirp frequency and turned off by the hyperpolarizing cycle, thus attenuating both the peak positive and negative voltage deflections (Hu et al. 2002). Our modeling results indicate that this attenuation is not always symmetrical, depending on the membrane potential and activation characteristics of this current. At resting membrane potential the cell operates near the bottom of the sigmoidal activation curve of $I_{M}$ and therefore the depolarizing half-cycle activates more $I_{M}$ than is deactivated by the hyperpolarizing half-cycle. As a result the depolarizing voltage excursions are always smaller then the hyperpolarizing voltage executions and the response to step and
chirp stimulation shows outward rectification. Similarly, membrane hyperpolarization opens more h-channels than are closed by the depolarizing half-cycle, resulting in voltage profiles in response to step and chirp stimulation that show inward rectification. Since the conductances responsible for high-pass filtering are voltage dependent it is not surprising that subthreshold membrane resonance is also voltage dependent. In both experimental studies and through modeling Hu et al. (2002) demonstrated that the M-current is responsible for subthreshold membrane resonance at depolarized potentials just below spike threshold and that the h-current causes resonance at hyperpolarized potentials. Besides membrane potential and stimulus amplitude the relative expression and activation characteristics of each conductance also determine whether one or both forms of subthreshold resonance are found in a given neuron and whether resonance is asymmetric or symmetric. Asymmetric resonant voltage profiles in response to chirp stimuli have also been described using a single-compartment conductance-based model that included M-current (Schreiber et al. 2009). Their model showed resonance only on the depolarizing voltage envelope and only at large just-subthreshold chirp amplitude, similar to the experimental and modeling results described in our study. Furthermore, they showed that asymmetrical voltage profiles do not cause a peak in the calculated impedance curve using the fast Fourier transform of the current and voltage waveforms. The upper resonance frequency is not always equal to the resonance frequency as determined from impedance profiles and \( f_{\text{res}} \) is a better predictor than \( f_{\text{res}} \) of the input frequency where spiking probability is highest (Schreiber et al. 2009).

In nonresonant, tonic GFP+ cells the amplitude of the depolarizing steps was larger than that of the corresponding hyperpolarizing steps (see Fig. 1A1). Many of these cells also showed rebound firing after membrane hyperpolarization and depolarizing membrane voltage “sag” in response to negative current steps (van Brederode et al. 2011), suggesting that h-current dominates the responses of these cells to subthreshold chirp stimulation at rest. Resonant GFP+ cells, in contrast, showed outward rectification in response to step stimulation, suggesting that an M-like current and/or a slow depolarization activated K+ current like \( I_{K_{\text{L,T}}} \) dominate the subthreshold resonance profiles at rest in these cells. Our experimental results regarding subthreshold resonance profiles in GFP+ neurons show similarities to the findings in tonic and phasic firing vestibular neurons in the frog (Beraneck et al. 2007). In that study these authors describe asymmetrical subthreshold chirp responses of opposite polarity in these two cell types and differences in firing patterns in response to depolarizing current steps similar to our findings in tonic and phasic GFP+ cells. Subthreshold resonance and chirp asymmetry in phasic cells was reduced by low concentrations of 4-aminopyridine, which was attributed to blockade of a slow, depolarization-activated potassium current (Beraneck et al. 2007), similar to the \( I_{K_{\text{L,T}}} \) current in our modeling study. This conductance was also thought to be responsible for the fast termination of spiking in response to step depolarizations in phasic cells. From these studies and our own results it appears likely that passive and active membrane properties both contribute to low-pass or band-pass transduction properties of neurons when they are stimulated with subthreshold fluctuating inputs.

Mechanisms of firing resonance

Many studies have shown that neurons show firing resonance—i.e., they spike preferentially at a given input frequency. This frequency preference is explained by the fact that at the firing resonance frequency the input frequency matches the subthreshold resonant frequency due to the amplification of membrane voltage responses at this frequency (Engel et al. 2008; Erchova et al. 2004; Gutfreund et al. 1995; Pike et al. 2000). In accordance with these studies we found in our experimental and modeling studies that neurons start to fire first at a chirp frequency where the depolarizing voltage amplitude is largest (i.e., at the upper resonance frequency). For nonresonant GFP+ neurons this was close to zero input frequency, whereas for resonant cells this chirp frequency matched the upper resonance frequency. The correlation between subthreshold and firing resonance is strong when the neuron operates in the fluctuation-driven regime or under conditions where the amount of membrane noise generated by synaptic bombardment is large, but much less so when the neuron operates in the mean-driven regime or the noise level is low (Richardson et al. 2003; Schreiber et al. 2009). Others have found that spike-induced ionic currents combined with subthreshold resonance properties determine the spiking patterns of neurons in response to fluctuating inputs (Engel et al. 2008), whereas phase-locking properties to time-varying signals have been reported to be dependent on the properties of the spike-generating currents (Brumberg and Gutkin 2007).

Spike timing reliability in real and model neurons is highest when neurons phase-lock 1:1 to a periodic input stimulus (Beierholm et al. 2001; Fellous et al. 2001; Schreiber et al. 2004b). In this study we show that this also holds true in GFP+ interneurons and HMs (also see van Brederode and Berger 2008). In their modeling studies Gutkin et al. (2003) discriminate between three different phase-locking regimes using a modified IF model. In the first n:1 regime, at low input frequency, the neurons fire \( n \) spikes per cycle and the output frequency reflects the amplitude of the stimulus. In this regime spike probability is high but spike timing precision is low due to the large amount of “jitter” in the spike times during the burst. In the second regime, at intermediate input frequencies, the model cells fired exactly 1 spike/cycle (1:1 regime) and output frequency reflected the frequency of the input. In this regime both spike probability and precision are high. In the third regime the output frequency is lower than the input frequency and the firing of the model cell was determined by either noise resulting in irregular firing or 1:n phase-locking where the cell fired at harmonics of the input frequency (1:2, 1:3, 1:4 phase-locking). When the firing is irregular, reliability is low but regions of enhanced reliability have been shown to exist in the 1:n phase-locking regime in modeling studies (Beierholm et al. 2001; Schreiber et al. 2004b) and experimentally in HMs (van Brederode and Berger 2008). The prominence or presence of each regime depends on stimulus amplitude, membrane depolarization, and the type of neuron studied (Fellous et al. 2001; van Brederode and Berger 2008). Our study indicates that the different phase-locking regimes are also dependent on the passive membrane properties of the cells, with cells that have a slow membrane time constant showing a narrow 1:1 phase-locking range. Tonic low-pass GFP+ cells, which constituted the majority of GFP+ cells in
our sample, display prominent $n:1$ phase-locking at low input frequency characterized by high spike probability, large jitter and low spike timing precision, and only a narrow $1:1$ phase-locking regime. These cells stopped firing altogether when input frequency was further increased or acted like they were stimulated with a noisy DC current, resulting in irregular firing, because they could not follow the time course of the chirp stimulus. Phasic cells showed a relatively narrow $n:1$ regime but a prominent $1:1$ phase-locking regime and a wide range of input frequencies where firing was both reliably and precise. All three regimes were prominently present in HMs when they are stimulated with chirp stimuli from a just-subthreshold membrane potential.

Our study shows that nonresonant GFP+ cells are spontaneously active in the slice, whereas resonant GFP+ cells are generally quiescent (also see van Brederode et al. 2011). This suggests that nonresonant GFP+ cells operate mainly in the mean-driven regime. The tonic firing pattern and slow membrane time constant of nonresonant GFP+ cells make them ideally suited to encode the stimulus mean by their firing rate. For the (nonresonant) leaky integrate-and-fire model operating in the mean-driven regime the input frequency that induces maximum spike timing reliability is the mean spontaneous firing rate (Hunter et al. 1998). In agreement with these modeling studies our studies show that the input frequency where maximum reliability occurred in nonresonant GFP+ cells ($\approx 5$ Hz) is similar to the spontaneous firing rate of GFP+ cells in the slice (van Brederode et al. 2011). Resonant GFP+ neurons, in contrast, were generally not spontaneously active and therefore most likely operate in the fluctuation-driven regime. The phasic and delayed onset spiking patterns of these neurons together with a relatively fast membrane time constant are well suited to encode the timing of the stimulus. In the fluctuation-driven regime maximum reliability occurs at the subthreshold resonance frequency, allowing only certain frequencies to induce reliable spiking (Schreiber et al. 2009).

Ionic mechanisms influence spike timing precision and phase-locking. Spike-frequency adaptation caused by a slow noninactivating $K^+$ current such as M-current (Madison and Nicoll 1984) influences spike timing probability and precision based on its activation properties (Prescott and Sejnowski 2008). Adaptation mediated by $I_M$ improves spike-time coding of high-frequency input signals but it does this at the expense of spike-rate coding (Prescott and Sejnowski 2008). The frequency of highest reliability for a given amplitude is very sensitive to the density of slow $K^+$ conductances (Schreiber et al. 2004b). Introducing a slow $K^+$ conductance into rat cortical neurons using the dynamic-clamp technique lowered the preferred frequency of these neurons and increased the reliability at that frequency (Schreiber et al. 2004b).

Our modeling experiments support these earlier studies showing that ionic mechanisms can influence phase-locking properties, but only in cells that have a membrane time constant that is faster than the time constants of voltage-gated currents active in the perithreshold voltage range. In our modeling studies the main effect of adding $g_M$ to the passive fast membrane time constant EIF model was to lower the frequency of the $1:1$ phase-locking range, similar to what has been described experimentally (Schreiber et al. 2004b). Adding $g_M$ also improved phase-locking to harmonics of the input frequency ($1:n$ phase-locking) compared with the purely passive model cell. We found that adding the low-threshold $K^+$ current $g_{KLT}$ enhanced the $1:1$ phase-locking ability of the EIF model cell to sine wave stimuli by suppression of the firing of multiple spikes per sine wave cycle at low input frequency (which leads to imprecise spiking in the $n:1$ regime) and suppression of phase-locking at the harmonics. Furthermore, $g_{KLT}$ led to an increase in the critical or phase-locking frequency ($F_{max}$) and the expansion of the $1:1$ phase-locking range where spike timing precision is highest. In addition, a larger stimulus amplitude was necessary to induce firing. As a result of these changes after adding $g_{KLT}$ the model cell became more “band-pass” in nature and increased its signal-to-noise ratio compared with the passive model cell. Single or phasic spiking is due to the fact that $I_{KLT}$ activates slowly enough to allow firing of a single or only a few spikes at the beginning of a just-suprathreshold depolarizing current pulse, but prevents or reduces generation of additional spikes when it is fully activated (Catacuzzeno et al. 2008). Whether or not subsequent spikes are generated depends on the balance between continued depolarization by the current pulse and membrane repolarization by $I_{KLT}$. Functionally, these types of low-threshold $K^+$ currents have been shown to enhance spike timing precision in auditory neurons (Barnes-Davies et al. 2004) and phase-locking to periodic stimuli in IF model cells (Svirskis and Rinzel 2003). These studies also suggest that the frequency preference of neurons can be “tuned” by neuro-modulator substances that alter the activation and/or kinetic properties of slow $K^+$ conductances.

Functional significance

Parkis et al. (1999) in phrenic motoneurons and Sanchez et al. (2009) in hypoglossal motoneurons have demonstrated that GABAergic inhibition reduces the gain of these cells during inspiration. Our studies indicate that the majority of GFP+ inhibitory interneurons are spontaneously active in the slice and that their firing rate is not modulated by respiration (van Brederode et al. 2011). These firing properties are well suited to generate a form of background tonic inhibition in HMs. The synaptic inputs of GFP+ inhibitory interneurons to HMs are probably located on their dendrites (van Brederode et al. 2011) and are possibly in the form of axodendritic or dendodendritic synapses. Modeling studies have shown that this type of dendritic inhibition reduces the firing rate gain of a neuron for excitatory drive arriving more distally than the inhibitory input, but not for inputs located more proximally (Capaday and van Vreeswijk 2006). Dendritic shunting inhibition reduces neuronal gain by attenuation of current flowing from dendrite to soma. This kind of spatial arrangement divides inhibitory synaptic input into two functional compartments. HMs have large dendritic trees that branch extensively not only within the hypoglossal motor nucleus but also in the lateral reticular formation of the brain stem. Since HMs are involved in a variety of orofacial behaviors in addition to their respiratory function, it might be advantageous to have a motoneuron that is functionally compartmentalized such that the gain for proximal excitatory inputs associated with one type of behavior is unaffected by dendritic inhibition, whereas more distal excitatory input associated with another type of behavior is prevented from reaching the soma by local dendritic shunting inhibition. In this way the level of shunting inhibition, controlled by the
mean firing rate of GFP+ inhibitory interneurons, can act as a "gatekeeper" for certain types of inputs to the HM. Tonic inhibitory synaptic input from GFP+ neurons could also decrease the membrane time constant of HMs and our modeling studies indicate that this might increase the amount of subthreshold resonance and the resonance frequency. Enhanced membrane resonance functions to facilitate synchronous oscillations in populations of neurons (Buzsáki and Draguhn 2004). This hypothesis is consistent with the observation that both GABAergic and glycinergic inhibitions are important for synchronous discharge of HMs during inspiration (Bou-Flores and Berger 2001; Sebe et al. 2006). The morphology of GFP+ interneurons is such that their dendrites and axons are arranged perpendicularly to the dendrites of HMs (van Brederode et al. 2011). This anatomical arrangement might serve to synchronize the output of adjacent HMs to the firing of a single inhibitory interneuron. More studies are needed to determine whether the different subclasses of GFP+ interneurons (tonic and phasic) mediate different types of inhibition and whether this is related to differences in their firing resonance properties.

APPENDIX

To understand the intrinsic membrane properties that determine the response of interneurons to steady-state and time-varying inputs we used the exponential integrate-and-fire (EIF) model developed by Forcaud-Trocme et al. (2003). This model is based on the standard leaky integrate-and-fire model but includes a nonlinear exponential term to more accurately represent the process of spike initiation (Badel et al. 2008). In this study we used the EIF model as modified by Richardson (2009) who added conductance-based gated ionic currents with nonlinear voltage-activation and time constants to the standard EIF model. These additional currents operate on a slower timescale and modify the subthreshold behavior and/or cause spike-frequency adaptation of the model cell. The membrane potential dynamics of this model are governed by

\[ \frac{dV}{dt} = I_L + I_{spike} + I_x \]  

(A1)

The leak current is given by \( I_L = g_L(E_L - V) \). The spike current is a current that increases exponentially with depolarization (Forcaud-Trocme et al. 2003) and is given by

\[ I_{spike} = g_A \Delta T e^{(V-V_T)/\Delta T} \]  

With a spike-initiation threshold \( V_T = -53 \text{ mV} \) and a spike slope factor \( \Delta T = 2 \text{ mV} \). The value of \( \Delta T \) controls the sharpness of the spike onset phase. The shape of the spike down swing is described by a linear repolarization from a threshold voltage \( V_{th} \) to a reset voltage \( V_{re} \) after a refractory period \( \tau_{ref} \) has elapsed. The deterministic spike trajectory during repolarization \( V_{sp}(t) \) is described by Richardson (2009)

\[ V_{sp}(t) = V_{th} - \frac{t}{\tau_{ref}}(V_{th} - V_{re}) \]  

with \( V_{th} = 0 \text{ mV}, V_{re} = -70 \text{ mV}, \) and \( \tau_{ref} = 2 \text{ ms} \).

The various ionic currents are described by equations of the form:

\[ I_k = g_k x(t)(E_k - V) \]

where the gating variable \( x(t) \) depends on a voltage-dependent time constant \( \tau_k \) and steady-state activation variable \( x_s(V) \) defined by

\[ \frac{dx}{dt} = \frac{x_s - x}{\tau_k} \]  

(A2)

where \( x_s \) is a parameter that determines the steepness of the steady-state activation curve.

The additional ionic currents included in the modified EIF model are as follows:

The hyperpolarization-activated current \( I_h \). This current is governed by both fast and slow gating variables (Spain et al. 1987) according to

\[ I_h = g_h(0.8h_1 + 0.2h_2)(V - E_h) \]  

The fast \( (h_1) \) and slow \( (h_2) \) gating variables obey the dynamics given by Eqs. A2 and A3, where \( \tau_1 = 100 \text{ ms}, \tau_2 = 1,000 \text{ ms}, \) and \( \theta_1 = -82 \text{ mV} \). \( E_h \) was set to \(-20 \text{ mV} \) and \( g_h = 0.5g_L \).

The M-current \( I_m \). This voltage-activated potassium current is described by

\[ I_M = g_m w(V - E_K) \]  

The gating variable \( w \) obeys the dynamics given by Eq. A2 with \( \tau_w = 100 \text{ ms} \) and \( w_{eq} \) is described by Eq. A3, with \( \theta_w = -20 \text{ mV} \) and \( \Delta n = 5 \text{ mV} \). \( E_K \) was set to \(-100 \text{ mV} \) and \( g_m = 80g_L \).

The low-threshold depolarization-activated potassium current \( I_{KLT} \) is described by (Richardson 2009)

\[ I_{KLT} = g_{KLT} n(E_K - V) \]  

with \( g_{KLT} = 2g_L \). The gating variable \( n \) obeys the dynamics given by

\[ n(V) = n_0 + n_1 e^{(V - V_n)/\Delta n} \]  

where \( n_0 = 50 \text{ ms}, n_1 = 20 \text{ ms}, V_n = -50 \text{ mV}, \) and \( \Delta n = 30 \text{ mV}^2 \).

The gating variable \( n_w \) was described by Eq. A3, with \( V_n = -50 \text{ mV}, \) \( \Delta n = 5 \text{ mV} \).
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