Recurrent Antitopographic Inhibition Mediates Competitive Stimulus Selection in an Attention Network
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Lai D, Brandt S, Luksch H, Wessel R. Recurrent antitopographic inhibition mediates competitive stimulus selection in an attention network. J Neurophysiol 105: 793–805, 2011. First published December 15, 2010; doi:10.1152/jn.00673.2010. Topographically organized neurons represent multiple stimuli within complex visual scenes and compete for subsequent processing in higher visual centers. The underlying neural mechanisms of this process have long been elusive. We investigate an experimentally constrained model of a midbrain structure: the optic tectum and the reciprocally connected nucleus isthmi. We show that a recurrent antitopographic inhibition mediates the competitive stimulus selection between distant sensory inputs in this visual pathway. This recurrent antitopographic inhibition is fundamentally different from surround inhibition in that it projects on all locations of its input layer, except to the locus from which it receives input. At a larger scale, the model shows how a focal top-down input from a forebrain region, the arcopallial gaze field, biases the competitive stimulus selection. This recurrent antitopographic inhibition is fundamental to the competitive stimulus selection between distant sensory inputs in the visual pathway. We show how the superposition of topographic and antitopographic inhibition mediates competitive stimulus selection, and how localized top-down inputs modulate this process. The model reproduces in vivo observations of stimulus competition in owl and pigeon and generates experimentally testable and nontrivial predictions. In addition, a model investigation beyond the experimental constraints reveals an alternative mechanism of competitive stimulus selection in a network with homogeneous input. This recurrent antitopographic inhibition mediates competitive stimulus selection in an attention network.

INTRODUCTION

The process of vision as the competitive interaction in a dynamical neural system is poorly understood (Rabinovich et al. 2008). Spike trains from topographically organized neurons in early visual pathways represent the occurrence of a stimulus in the retinal image. When multiple visual stimuli appear at different locations (Fig. 1), the neural populations compete for dominance, and only the winning representations propagate to higher visual centers for further processing (Desimone and Duncan 1995; Kastner and Ungerleider 2000). Such competitive neural interaction is thought to mediate the selection of the most salient stimulus in a given parameter space from complex visual scenes (Itti and Koch 2001; Knudsen 2007).

Understanding competitive neural interaction in terms of the neurobiological components and the systems dynamics is a major goal in neuroscience. A prime candidate mechanism for competition among inputs is mutual inhibition (Mao and Masuquoi 2007; Sum et al. 1999), which is present in phenomenological models of shifting attention aimed at selecting salient stimuli from visual scenes (Koch and Ullman 1985; Lee et al. 1999; Olshausen et al. 1993; Reynolds et al. 1999; Usher and Niebur 1996). Here we present a comprehensive microcircuit-level investigation of competitive input selection for time-varying stimuli (Fig. 1) within a concrete neural circuit, the superior colliculus, a midbrain structure that receives sensory information and directs the animal’s gaze and attention (Bisley 2010; Hall and Moschovakis 2004; Mulckhuyse and Theeuwes 2010; Stein and Meredith 1993).

The superior colliculus represents the locations of stimuli as a topographic map of space and participates in stimulus selection when competing visual stimuli are present (Ignashchenkova et al. 2004; Li and Basso 2005; Lovejoy and Krauzlis 2010; McPeek and Keller 2004; Müller et al. 2005). Similarly, the avian optic tectum (homolog of the superior colliculus in mammals) and its satellite, the nucleus isthmi (homolog of the parabigeminal nucleus in mammals) participate in stimulus competition (Asadollahi et al. 2010; Marin et al. 2007; Mysore et al. 2010), which is further modulated by top-down inputs from a forebrain region (Winkowski and Knudsen 2008). Within the avian isthmotectal circuitry (Wang et al. 2004, 2006), we consider the tectal layer 10 neurons (L10), the parvocellular (Ipc), and two types of magnocellular (Imc) isthmic neurons (Fig. 2A). In this circuit, the GABAergic Imc projection to the optic tectum displays a heterotopic organization (Wang et al. 2004), i.e., a given Imc neuron does not project back to the locus in the optic tectum from which it receives L10 input, but projects on all other locations in that layer. In this sense, the Imc projection to the optic tectum can be termed antitopographic.

We designed an experimentally constrained model network of the isthmotectal system (Fig. 2, B and C) and undertook a detailed investigation of the structural and physiological parameter space relevant for stimulus competition. Specifically, we show how the superposition of topographic and antitopographic visual information emerges as a key organizational feature of the isthmotectal system, how the antitopographic projection mediates competitive stimulus selection, and how localized top-down inputs modulate this process. The model reproduces in vivo observations of stimulus competition in owl and pigeon and generates experimentally testable and nontrivial predictions. In addition, a model investigation beyond the experimental constraints reveals an alternative mechanism of competitive stimulus selection in a network with homogeneous inhibition and strong topographic excitation.

METHODS

The model network consists of four linear arrays; L10 and Ipc neurons and two types of Imc neurons (Fig. 2). Each array contains 300 neurons. These neurons respond to somatic current injection with regular spiking and show spike-rate adaptation and linear frequency-current curves (Shao et al. 2009). Therefore each neuron in the network is modeled as leaky integrate-and-fire type, including a...
conduc{t}ance, where \( g_{ij} \) is the maximum synaptic conduc{t}ance, \( E_{ij} \) is the synaptic reversal potential, and \( w_{ij} \) is the weight matrix for the given network. The open probability has the form \( P_{ij}(t) = B_{ij} \sum_{l} \left( \exp \left( \frac{t-t_{l}}{\tau_{il}} \right) - \exp \left( \frac{t-t_{l}}{\tau_{ij}} \right) \right) \), where the normalization factor \( B_{ij} \) ensures that the peak value of \( P_{ij} \) generated by a single spike equals 1. The time constants \( \tau_{il} \) (fall time) and \( \tau_{ij} \) (rise time) determine the time course of synaptic current. The synaptic rise time is given by \( \tau_{sra} = \frac{\tau_{ij} \tau_{2,ij}}{\tau_{ij} - \tau_{2,ij}} \). The variable \( t^{*} \) represents the time at which neuron \( j \) generates the spike \( k \). A summation is performed over all spikes generated by neuron \( j \).

Unless stated otherwise, parameter values of model neurons and synapses are based on previous studies (Shao et al. 2009), where parameter values were tuned within their experimental constraints until the results of model neuron simulations matched results from in vitro intracellular recordings. All conductances are expressed in terms of an average membrane conduc{t}ance, \( g_{m} = 2.78 \text{nS} \). For the basic cellular parameters, the values are as follows: \( V_{0,L10} = -39 \text{mV}, V_{0,Imc} = -40 \text{mV}, V_{0,L10,Imc} = -50 \text{mV}, V_{0,reset,L10} = -60 \text{mV}, E_{L10} = -55 \text{mV}, E_{Imc} = -61 \text{mV}, E_{reset,Imc} = -64 \text{mV}, R_{L10} = 480 \text{M}\Omega, R_{reset,L10} = 135 \text{M}\Omega, R_{Imc} = 240 \text{M}\Omega, \tau_{L10} = 104 \text{ms}, \tau_{reset,L10} = 50 \text{ms} \). For the spike-rate adaptation the parameter values are: \( \tau_{sra,L10} = 50 \text{ms}, \tau_{sra,Imc} = 60 \text{ms}, \tau_{sra,Imc} = 80 \text{ms}, \Delta g_{sra,L10} = 0.375 g_{m}, \Delta g_{sra,Imc} = 2.93 g_{m}, \Delta g_{sra,Imc} = 2.25 g_{m}, \) and \( E_{sra,L10} = E_{sra,Imc} = E_{sra,Imc} = -70 \text{mV} \). The synaptic time constants for the excitatory synapses are: \( \tau_{L10,reset} = \tau_{L10,reset} = 7.6 \text{ms}, \tau_{L10,reset} = \tau_{L10,reset} = 0.47 \text{ms}, \tau_{L10,reset} = \tau_{L10,reset} = 10.0 \text{ms}, \tau_{L10,reset} = \tau_{L10,reset} = 1.0 \text{ms} \) (Shao et al. 2009). The synaptic time constants for the Imc projections are \( \tau_{L10,reset} = \tau_{L10,reset} = 5.6 \text{ms} \) and \( \tau_{L10,reset} = \tau_{L10,reset} = 0.3 \text{ms} \), which are commonly used for GABAergic synapses (Destexhe et al. 1994). Autoradiographic studies indicate that the avian isthmotectal system is rich in GABA receptors and that GABA receptors are also present (Veening et al. 1994). The potential contribution of GABA receptors to the network dynamics is not considered in this study. The synaptic reversal potentials \( E_{L10,reset} = E_{L10,reset} = 0.0 \text{mV} \), \( E_{L10,reset} = E_{L10,reset} = -80.0 \text{mV} \), and \( E_{L10,reset} = E_{L10,reset} = -5.0 \text{mV} \) are consistent with literature values for excitatory and inhibitory synapses (Koch 1999) and with in vitro electrophysiological studies, which suggest that GABA acts as an inhibitory neurotransmitter in this system (Felix et al. 1994). The maximum synaptic conduc{t}ances for the L10 projections are held fixed, \( g_{L10,reset} = 2.1 g_{m} \) and \( g_{L10,reset} = 1.5 g_{m} \). All others are specified in the text.
The anatomical features of the isthmothalamic system (Wang et al. 2004, 2006) are incorporated in the weight matrix, $w_{ij}$. The synaptic conductances of the topographic projections (L10 $\rightarrow$ Ipc, L10 $\rightarrow$ Imc, Ipc $\rightarrow$ L10) are assumed to be described by a Gaussian distribution. For instance, the topographic L10 $\rightarrow$ Ipc projection from L10 neuron $j$ to Ipc neuron $i$ follows a Gaussian distribution, $w_{ij} = \exp \left( \frac{-((i-j)^2)}{2\Delta_{i\rightarrow j}^{L10\rightarrow Ipc}} \right)$, where $\Delta_{i\rightarrow j}^{L10\rightarrow Ipc}$ describes the width of the distribution (Fig. 2C). The other two topographic projections, L10 $\rightarrow$ Imc and Ipc $\rightarrow$ L10, are generated according to an inverted Gaussian distribution, $w_{ij} = \frac{1-D \exp \left( - (\frac{(i-j)^2}{2\Delta_{i\rightarrow j}^{L10\rightarrow Imc}}) \right)}{2|\Delta_{i\rightarrow j}^{L10\rightarrow Imc}|}$, which dips near $i = j$. The distribution is specified by two parameters: the width $\Delta_{i\rightarrow j}^{L10\rightarrow Imc}$ and the depth $D$ of the dip. The synaptic conductance from Ipc neuron $j$ to L10 neuron $i$ increases with increasing distance, $l_i - \beta$, between the two locations $i$ and $j$. When $D = 1$, the topographic distribution is strict, and there is no feedback from Imc neuron $j$ to L10 neuron $i$ at the same location, $i = j$. The chosen Ipc $\rightarrow$ L10 projection is specified by a uniform distribution, $w_{ij} = 1$.

Each neuron receives a noise current, $I_{\text{noise},i}$, which is modeled as uncorrelated white noise, i.e., $\langle I_{\text{noise},i}(t)I_{\text{noise},j}(t') \rangle = 2\sigma^2 \delta(t - t')\delta_{ij}$ of SD $\sigma$. The external excitatory current input, $I_{\text{e},i} = J_I H(c - (c - s)) H(c + s - i)$, to L10 neuron $i$ represents the stimulus from the retinal ganglion cell. Here $J_I$ is the input current amplitude, $H$ is a Heaviside step function, $c$ is the location of the input center, and $s$ is the stimulus half-width, i.e., $2s + 1$ neurons of the L10 type centered at location $c$ receive current injections. The Heaviside step function, $H$, expresses that the current to L10 neurons is nonzero between neuron $(c - s)$ and $(c + s)$ and zero elsewhere.

The competition score is defined as the ratio $(r_2 - r_1)/(r_2 + r_1)$, where $r_2$ and $r_1$ are the average spike rates of 13 Ipc neurons around the two stimulus centers. The average Ipc spike rates are taken over a time window of 100 ms, starting 50 ms after the onset of the novel stimulus. Competition score values can range from $-1$ (no activity shift) to $+1$ (complete activity shift). When the two locations show similar activities, the competition score is near zero. Similar activities arise when the two locations do not interact or when the two locations suppress each other.

The bottom-up input is modeled following anatomical and physiological considerations (Fig. 9). The arcopallial gaze field (AGF) is a clustered representation of spiking model neurons (Fig. 2). The global Ipc $\rightarrow$ L10 projection is specified by an inverted Gaussian distribution, where the width of the distribution is increased with increasing distance, $|l_i - \beta|$, between the two locations $i$ and $j$. The chosen Ipc excitatory projection by Gaussian $\Delta_{L10\rightarrow Imc} = 11$ and $\Delta_{L10\rightarrow Ipc} = 16$. The antitopographic Imc $\rightarrow$ L10 projection is generated according to an inverted Gaussian distribution $w_{ij} = \frac{1-D \exp \left( - (\frac{(i-j)^2)}{2\Delta_{i\rightarrow j}^{L10\rightarrow Imc}}) \right)}{2|\Delta_{i\rightarrow j}^{L10\rightarrow Imc}|}$, which dips near $i = j$. The distribution is specified by two parameters: the width $\Delta_{i\rightarrow j}^{L10\rightarrow Imc}$ and the depth $D$ of the dip. The synaptic conductance from Imc neuron $j$ to L10 neuron $i$ increases with increasing distance, $l_i - \beta$, between the two locations $i$ and $j$. When $D = 1$, the antitopographic distribution is strict, and there is no feedback from Imc neuron $j$ to L10 neuron $i$ at the same location, $i = j$. The chosen Imc $\rightarrow$ L10 projection is specified by a uniform distribution, $w_{ij} = 1$.

Each neuron receives a noise current, $I_{\text{noise},i}$, which is modeled as uncorrelated white noise, i.e., $\langle I_{\text{noise},i}(t)I_{\text{noise},j}(t') \rangle = 2\sigma^2 \delta(t - t')\delta_{ij}$ of SD $\sigma$. The external excitatory current input, $I_{\text{e},i} = J_I H(c - (c - s)) H(c + s - i)$, to L10 neuron $i$ represents the stimulus from the retinal ganglion cell. Here $J_I$ is the input current amplitude, $H$ is a Heaviside step function, $c$ is the location of the input center, and $s$ is the stimulus half-width, i.e., $2s + 1$ neurons of the L10 type centered at location $c$ receive current injections. The Heaviside step function, $H$, expresses that the current to L10 neurons is nonzero between neuron $(c - s)$ and $(c + s)$ and zero elsewhere.

The competition score is defined as the ratio $(r_2 - r_1)/(r_2 + r_1)$, where $r_2$ and $r_1$ are the average spike rates of 13 Ipc neurons around the two stimulus centers. The average Ipc spike rates are taken over a time window of 100 ms, starting 50 ms after the onset of the novel stimulus. Competition score values can range from $-1$ (no activity shift) to $+1$ (complete activity shift). When the two locations show similar activities, the competition score is near zero. Similar activities arise when the two locations do not interact or when the two locations suppress each other.

The top-down input is modeled following anatomical and physiological considerations (Fig. 9). The arcopallial gaze field (AGF) projects strongly and in parallel to the deep layers of the OT and to nuclei of the brain stem, including the n. isthmi (Knudsen et al. 1995).

In the AGF, sensory space is organized in a clustered representation of spiking model neurons (Fig. 2). The global Ipc $\rightarrow$ L10 excitatory projection is described by a uniform distribution of synaptic weights. For the feedback pathway, we represent the Ipc $\rightarrow$ L10 excitatory projection by a Gaussian distribution of its synaptic weights. Ipc neurons, in contrast, project diffusely on L10 neurons, but little to the locus from which they receive input (Wang et al. 2004). This antitopographic GABAergic Imc $\rightarrow$ L10 feedback projection is described by an inverted Gaussian distribution, where the strength of synaptic weights dips at its center, corresponding to the location from which the Ipc neuron receives its input. Thus an Ipc model neuron provides weak inhibition on the L10 neurons corresponding to the same location and stronger inhibition on distal L10 neurons. In summary, the experimentally constrained isthmothalamic model system consists of a specific combination of excitatory topographic and inhibitory antitopographic and global projections (Fig. 2).

### Competitive bottom-up selection of novel stimuli

The network response to two sequentially presented stimuli with temporal overlap shows the competitive nature of the isthmothalamic system (Fig. 3A). The isolated target stimulus elicits regular and correlated spiking in L10 neurons, which in turn generates rhythmic bursting in a group of Ipc and Imc neurons corresponding to the target location. Such rhythmic Ipc bursting has been recorded in pigeon Ipc neurons in response to visual stimulation (Marin et al. 2005, 2007).

The additional and delayed presentation of a novel stimulus of equal or larger amplitude (Figs. 3A and 4) at a distant location has two effects on the population activity. The retinal input to L10 neurons at the novel location overcomes the inhibitory input from the Imc neurons at the distal target location. Approximately 50 ms after onset of the novel stimulus, the L10 neurons at the novel location start to spike, which in turn triggers spikes in the corresponding Ipc and Imc neurons. The delay has three causes: the L10 neuron membrane time constant ($\tau_{L10} = 104$ ms), the hyperpolarized level of the L10 membrane potential at the novel location at the onset of the novel stimulus, and the small size of the depolarizing current, which is the difference of the excitatory current (novel...
stimulus) and the inhibitory current (from the Imc target location). The Imc activity at the novel location provides inhibitory current in L10 neurons at the target location. This new inhibitory current together with the existing adaptation current overcomes the excitatory input current in the L10 target neurons, which ends spiking in these and the corresponding Ipc and Imc neurons at the target location. A complete shift in activity from the target to the novel location has occurred, although stimulation at the target site continues for the entire duration of novel stimulus presentation.

Apart from the functionally significant shift in activity to novel stimuli of equal or larger amplitude (Fig. 3A), the population model (Fig. 2) reproduces four important in vivo observations previously recorded in the avian isthmo-tectal system (Marin et al. 2005, 2007): 1) Ipc neurons respond with rhythmic bursting to visual stimulation, 2) the novel stimulus can be far for the shift in activity to occur, 3) the delay in shift measured from the onset of the novel stimulus is variable between 35 and 100 ms, and 4) Imc neurons fire synchronously and at regular intervals. The retrodiction of these four in vivo observations indicates that the population model captures key anatomical and physiological elements of the avian isthmo-tectal pathway.

When the novel stimulus is of smaller amplitude than the target stimulus, no shift in activity occurs (Figs. 3B and 4). A small difference in input current causes no significant differences in the responses at the two locations when each stimulus is presented in isolation (Fig. 3, A and B). However, for sequential stimulation with temporal overlap, the response to a
Competitive bottom-up selection of stimuli in static visual scenes

To gain insight into the system response to static visual scenes, we studied the model responses to two simultaneously presented stimuli: a target and a distant competitor stimulus. When the competitor is weaker than the target stimulus, the Imc activity at the target location generates a strong inhibitory current in the L10 neurons at the competitor location. The competitor-induced excitatory current in the L10 neurons is too small to trigger spikes. In contrast, when the competitor is stronger than the target, L10 neurons at the competitor location spike. In this case, L10 neurons at the target locations are inhibited, which prevents them from spiking. The model generates three nontrivial predictions for simultaneous stimulus presentation (Fig. 5A). First, when a target and a distant competitor stimulus of different strength are presented simultaneously, the isthmotectal model network selects in a winner-take-all (WTA) manner the strongest stimulus in this static visual scene. Second, for fixed target strength and varying competitor strength, the transition occurs around the value of the target strength. Third, the transition as a function of competitor strength can be gradual or switch-like, because the slope of the transition depends on the strength of the recurrent antitopographic inhibition. In the limit of zero recurrent antitopographic inhibition, no competition occurs. When this inhibition is weak the transition is gradual, when the recurrent antitopographic inhibition is strong the transition is switch-like. Interestingly, transitions around the target strength with a distribution of slopes have been observed in neurons of the isthmotectal system of barn owls in response to visual stimulation with a target and a competitor (Asadollahi et al. 2010; Mysore et al. 2010). This in turn suggests a distribution of the recurrent antitopographic inhibition strength.

When the sizes of the target and competitor stimulus are varied, the isthmotectal model network does not select the largest stimulus in a typical WTA manner; rather, the Ipc response at the target location continues to represent information about the target stimulus width (Fig. 5B). We consider two target widths and vary the width of the competitor stimulus. With increasing competitor width, the Ipc target response decreases until it reaches a steady state. Importantly, the steady-state value increases with target width. Two circuit mechanisms cause this deviation from a WTA behavior. First, with increasing competitor width the inhibitory synaptic cur-

**FIG. 5.** Competitive neural interaction between a target and a simultaneously presented distant competitor. **A:** the target stimulus strength is kept fixed at 0.4 nA, the competitor strength is varied, and the results are expressed in terms of a winner-take-all (WTA) score, which is defined as the ratio \(r_1/(r_2 + r_1)\). Here, \(r_1\) and \(r_2\) are the average spike rates of 13 Ipc neurons around the 2 stimulation centers. The average Ipc spike rates are taken over a time window of 450 ms starting 50 ms after the onset of the 2 stimuli. Other parameters are the same as in Fig. 3. **B:** Ipc average firing rate at the target location (averaged over 3 Ipc neurons at the target center) as a function of competitor width for 2 different target widths. The target and competitor stimuli are of the same strength (0.4 nA). Network parameters are the same as in Fig. 3. The simulated results are fitted to a sigmoidal function (solid line).
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in L10 neurons saturates as the membrane potential hyperpolarizes toward the synaptic reversal potential. Second, the number of activated L10 neurons increases with increasing target width. Because of the width of the L10 \(\rightarrow\) Ipc projection (Fig. 2C), this in turn increases the excitatory input to an Ipc neuron at the target location. Thus the Ipc target response increases with target width (Fig. 5B). This model prediction is consistent with recorded responses in owl Ipc in response to looming dots of varying final sizes (Asadollahi et al. 2010).

**Recurrent antitopographic inhibition**

An intriguing structural feature of the isthmotectal pathway is the combination of global feedforward (Imc \(\rightarrow\) Ipc) and recurrent antitopographic (Imc \(\rightarrow\) L10) inhibition mediated by Imc neurons (Wang et al. 2004), which determines complex responses of this dynamical system (Caudill et al. 2009). Pharmacological inactivation of the Imc showed the essential role of Imc neurons in mediating the shift of Ipc activity to novel stimuli (Marin et al. 2007). This experiment, however, could not determine the individual roles of the global (Imc \(\rightarrow\) Ipc) and antitopographic (Imc \(\rightarrow\) L10) inhibition in the competitive stimulus selection. To address this question, we scanned the model parameter space for varying synaptic strengths, \(g_{\text{Imc} \rightarrow \text{Ipc}}\) and \(g_{\text{Imc} \rightarrow \text{L10}}\) of the two Imc projections and showed the simulated response to sequential stimulation (Fig. 3A) of equal strength in terms of a competition score (see METHODS). This score is based on the Ipc activity within a time window after the onset of the novel stimulus. The Ipc response was chosen as a measure of the simulation results, because the Ipc activity gates the processing in the tecto-rotundal visual pathway (Marin et al. 2007).

When both inhibitory projections are weak, neurons at the target and novel stimulus location respond largely independently to their local inputs (Fig. 6A). This model result reproduces the in vivo observation that Imc neurons are required for the shift in activity to happen (Marin et al. 2007). For increased strength of the feedforward inhibition, the global Imc \(\rightarrow\) Ipc projection does not contribute to competitive interaction, but rather merely regulates the level of Ipc activity. With increasing strength of the antitopographic Imc \(\rightarrow\) L10 feedback projection, however, stimulus competition sets in. The Imc activity at the novel location generates sufficient inhibitory current in the L10 target neurons, such that the sum of the inhibitory and the adaptation current overcomes the excitatory current. The L10 target neurons cease to spike, i.e., the Ipc competition score is +1. Further increase of the Imc \(\rightarrow\) L10 projection strength mediates large inhibitory currents at both locations and dynamically reduces the L10 spike rate. Depending on the relative strength of excitation and antitopographic inhibition, either L10 neurons at the novel location do not spike (competition score equals -1) or L10 neurons spike at both locations (competition score near 0). In conclusion, given the weak Ipc \(\rightarrow\) L10 excitatory feedback, the Imc \(\rightarrow\) L10 antitopographic inhibition at intermediate strength is essential for the isthmotectal selection of novel stimuli. The experimental test of this model prediction requires the selective block of the Imc \(\rightarrow\) L10 pathway within the avian isthmotectal system.

The importance of the antitopographic inhibitory Imc \(\rightarrow\) L10 projection within the isthmotectal system raises the question to what extent the two structural parameters, the depth \(D_{\text{Imc} \rightarrow \text{L10}}\) and the width \(\Delta_{\text{Imc} \rightarrow \text{L10}}\) of the dip in this feedback projection, influence the competitive interaction (Fig. 6, B and C). When the depth or width of the dip is small, an Imc neuron exerts a strong inhibition on the L10 neuron from which it receives input. Thus the L10 and Imc activity at the target location is too small for the spike-rate adaptation current to reach a significant level. Similarly, Imc activity at the target location mediates only a small inhibitory current in L10 neurons at the novel location. As a result, when the novel stimulus occurs, neurons at both locations fire at a reduced but similar rate (competition score near 0). With increasing depth or width parameter, the inhibition of the L10 neurons at the target location is reduced. This leads to an increased spike rate with a concurrent increase in the spike-rate adaptation current at the target location and an increased inhibitory current at distal locations. When a novel stimulus occurs at a distant location, the corresponding L10 and Imc neurons start spiking. Consequently, the L10 neurons at the target location cease spiking as the sum of the currents from the continuing adaptation and the new antitopographic inhibition cancels the excitatory stimulus current (competition score equals +1). Further increase of the depth (width) of the antitopographic inhibition, \(g_{\text{Imc} \rightarrow \text{L10}}\), decreases the inhibition of the L10 neurons at the target location, thus increasing the local spike rate. For large strength of the antitopographic Imc \(\rightarrow\) L10 feedback projection, the Imc-
mediated inhibitory current at distal locations prevents L10 neurons at these distant locations to spike in response to novel stimuli. As a result, there is no shift in activity in this parameter range (competition score equals $-1$). Consequently, a large depth or width narrows the range of inhibitory feedback strengths for which a shift in activity occurs.

Motivated by in vitro studies of the isthmotectal system (Shao et al. 2009), this model investigation assumed a weak Ipc excitatory feedback onto L10 neurons. With increasing strength of the Ipc $\rightarrow$ L10 excitatory feedback, an appropriate level of recurrent inhibition is required to stabilize the system and for novelty shifts to occur (Fig. 7).

A new role arises for the topographic Ipc $\rightarrow$ L10 excitatory feedback when the inhibitory Imc $\rightarrow$ L10 projection is homogeneous ($D_{\text{Imc-L10}} = 0$), i.e., no dip in the inhibitory projection. In this case, the inhibition of L10 neurons at the target location reduces spiking, thus limiting the spike-rate adaptation current. The local inhibitory feedback thus prevents novelty shifts to occur for stimuli of equal strength. However, with increasing local Ipc $\rightarrow$ L10 excitatory feedback, the local inhibition can be overcome. This increases the spike rate and the concurrent spike-rate adaptation current, which promotes the occurrence of activity shifts in response to novel stimuli at distant locations (Fig. 7A). Interestingly, in this case competitive stimulus selection occurs only within a narrow parameter range of inhibition and excitation strength. When the inhibitory Imc $\rightarrow$ L10 projection is antitopographic ($D_{\text{Imc-L10}} = 0.9$), the neural activity at the target location is sufficiently high, even without Ipc $\rightarrow$ L10 excitatory feedback, to allow for activity shifts in response to novel stimuli (Fig. 7B). In general, with increasing strength of the Ipc $\rightarrow$ L10 feedback, the Ipc activity plays a larger role in L10 responses and thus the nature of the inhibitory global Imc $\rightarrow$ Ipc projection changes from feedforward (Imc $\rightarrow$ Ipc) to feedback (Ipc $\rightarrow$ L10 $\rightarrow$ Imc). To illustrate this point, we consider a model with excitatory topographic Ipc $\rightarrow$ L10 projection and inhibitory homogenous Imc $\rightarrow$ Ipc projection, but with a weak Ipc $\rightarrow$ L10 projection. In this case, competitive stimulus selection is possible but requires strong excitation and inhibition (Fig. 7C).

In conclusion, these parameter scans show that stimulus selection in the avian isthmotectal system requires a careful balance of the physiological and anatomical parameters in the antitopographic Imc $\rightarrow$ L10 feedback projection.

**Adaptation**

Isthmotectal neuron firing rates adapt to somatic current injection (Shao et al. 2009). To quantify the role of adaptation in competitive stimulus selection in the avian isthmotectal system, we analyzed neural competition for varying amplitude of spike-rate adaptation, $\Delta g_{\text{sra,L10}}$ and $\Delta g_{\text{sra,Imc}}$, for L10 and Imc neurons, respectively. Because of their weak synaptic strength on L10 neurons (Shao et al. 2009), the role of Ipc spike-rate adaptation was not considered. For small values of spike-rate adaptation, $\Delta g_{\text{sra,L10}}$ and $\Delta g_{\text{sra,Imc}}$ the L10 and Imc spike frequency at the target location is high. As a result, the Imc-mediated inhibitory current in L10 neurons prevents the L10 neurons at the novel location from spiking in response to the novel stimulus. Consequently, no shift in activity occurs, i.e., the Ipc competition score is $-1$ (Fig. 8). However, for intermediate values of spike-rate adaptation, $\Delta g_{\text{sra,L10}}$ and $\Delta g_{\text{sra,Imc}}$ the rate of L10 and Imc spiking at the target location is reduced, thus reducing the inhibitory synaptic current in L10 neurons at the novel location. The novel excitatory input to L10 neurons overcomes the inhibition. Consequently, the L10 and thus the Imc neurons at the novel location start to spike. The resulting Imc-mediated inhibitory current (together with the adaptation current) at the target L10 neurons reduce further the L10 response to the target excitatory input. As a result, Ipc

**FIG. 7.** A new role arises for the topographic Ipc $\rightarrow$ L10 excitatory feedback when the inhibitory Imc projections are more homogeneous. The parameter dependence of novelty detection in these isthmotectal model networks is expressed by the competition score (color code) as a function of $A$, the strength $g_{\text{Imc-L10}}/g_{\text{sra}}$ of a global Imc $\rightarrow$ L10 inhibition ($D_{\text{Imc-L10}} = 0.0$) and the topographic excitatory feedback $g_{\text{Ipc-L10}}/g_{\text{sra}}$ $B$, the strength $g_{\text{Imc-L10}}/g_{\text{sra}}$ of an antitopographic Imc $\rightarrow$ L10 inhibition ($D_{\text{Imc-L10}} = 0.9$) and the topographic excitatory feedback $g_{\text{Ipc-L10}}/g_{\text{sra}}$ and $C$, the strength $g_{\text{Ipc-L10}}/g_{\text{sra}}$ of a global Imc $\rightarrow$ Ipc inhibition and the topographic excitatory feedback $g_{\text{Ipc-L10}}/g_{\text{sra}}$. The color code and stimulus settings are as in Fig. 6. Gray represents diverging activity, defined as an average firing rate of the center Ipc neuron $>1,000$ Hz. White represents vanishing activity.

**FIG. 8.** Spike-rate adaptation facilitates the selection of novel stimuli. Novelty detection is expressed by the competition score as a function of spike-rate adaptation $\Delta g_{\text{sra,L10}}/g_{\text{sra}}$ and $\Delta g_{\text{sra,Imc}}/g_{\text{sra}}$. The competition score is color coded representing $-1$ (blue, no shift in activity), 0 (green, similar spike rates at both locations) to 1 (red, complete shift in activity to the novel location). The novel stimulus starts 250 ms after the onset of the target stimulus. Both stimuli are of the same amplitude ($I_{\text{target}} = I_{\text{novel}} = 0.4$ nA). The white asterisk indicates the parameter set chosen for Figs. 3 and 9. No noise is included in the simulations. All other parameters are the same as in Fig. 3.
neurons spike at both the target and the novel location, which leads to a competition score near 0. With further increase of the spike-rate adaptation, the sum of the inhibitory synaptic current from the antitopographic projection together with the increased adaptation current in L10 neurons overcomes the target excitatory current. The L10 target neurons cease spiking, i.e., a shift in activity occurs and the Ipc competition score is near +1. In conclusion, spike-rate adaptation facilitates the isthmotectal selection of novel stimuli.

This facilitation is documented further, when the amplitude of the novel stimulus is varied systematically while the target stimulus amplitude remains fixed (Fig. 4). Without spike-rate adaptation, the novel stimulus has to be larger than the target stimulus for activity shifts to occur. In contrast, competition between simultaneously presented target and competitor stimuli is not significantly influenced by spike-rate adaptation (Fig. 5A).

**Competitive interaction between top-down and sensory inputs**

Electrical microstimulation in the avian AGF (putative homolog of the primate frontal eye field region) increases the sensitivity of sensory responses for deep tectal neurons with a receptive field aligned to the AGF stimulation site but decreases the gain of deep tectal neurons representing stimuli at other locations (Winkowski and Knudsen 2008). The AGF projects to both the optic tectum and the isthmic nuclei (Knudsen et al. 1995), suggesting that the mechanisms for the top-down control of tectal gain and sensitivity emerge from the interaction of the AGF and the sensory input within the isthmotectal circuit. The isthmic output, e.g., Ipc spiking, modulates the responses of postsynaptic deep tectal neurons.

To elucidate these mechanisms, we simulated the interaction of a sensory input (from retinal ganglion cells) and a top-down input (from AGF) in the isthmotectal model network for varying stimulus strength (Fig. 9A). Given the spatially broad tuning curves of sensory pathways, we assume that, at the level of the tectum, stimulus strength is usefully represented by the number of activated L10 neurons. We refer to the latter as the stimulus width.

The isthmic responses to sensory stimuli of varying width emerge from the recurrent interaction of excitatory (L10) and inhibitory (Imc) neurons. In response to a sensory stimulus alone, the number of activated L10 neurons increases with increasing stimulus width and thus the average L10 firing rate increases. This in turn activates more Imc neurons and, because of the recurrent antitopographic inhibition, the average L10 firing rate of a group of neurons around the stimulation center saturates with increasing stimulus strength. Because Ipc neuron activity largely follows their L10 input (Fig. 3), the Ipc stimulus response function displays a qualitatively similar sigmoidal form (Fig. 9B).

Guided by the available anatomical information (Knudsen et al. 1995), we represent the AGF control with two excitatory current inputs in a group of L10 and Imc neurons (Fig. 9A). When the sensory stimulus and the AGF control are aligned, the L10 response to the sensory input is increased because of the additional excitation from the AGF. Because of the antitopographic feedback of Imc neurons, the AGF excitation of Imc neurons has little effect on the local L10 responses. In contrast, when the sensory stimulus and the AGF control are nonaligned, the AGF input to distant Imc (and L10) neurons activates an antitopographic inhibition, which reduces the L10 response to the sensory stimulus. Consequently, compared with the control case, the Ipc stimulus response function is slightly shifted to smaller stimulus width for the aligned case and overall reduced for the nonaligned case (Fig. 9B).

With these results at hand, we evaluated the stimulus-width response function of a deep tectal model neuron that is assumed to receive inputs from a group of Ipc neurons. A single-neuron rate model (see METHODS) with the simulated Ipc activity as inputs qualitatively reproduces (Fig. 9C) the stimulus-width response function of deep tectal neurons in owls for the aligned and nonaligned top-down control scenarios (Winkowski and Knudsen 2008) and thereby indicates two distinct mechanisms for the top-down control of neural sensitivity and gain, respectively. Aligned AGF input increases the sensitivity of the deep tectal neuron via the excitation of L10 neurons at the sensory stimulation site. Nonaligned AGF input decreases the gain of the deep tectal neuron via the excitation of distant Imc neurons, which provide antitopographic inhibition of L10 neurons at the sensory stimulation site. Therefore the control of the L10 neurons is then communicated from L10 to Ipc and to the deep tectal neurons.

In addition to its modulatory effect on steady-state firing rate, top-down inputs can also modulate temporal aspects of neural responses to sensory inputs (Fries et al. 2001; Mitchell et al. 2007; Reynolds et al. 2000). To evaluate the
dynamics of competitive interaction between a sensory input and a nonaligned top-down input in the isthmotectal system, we stimulate a group of L10 target neurons with uncorrelated Poisson current pulses and mimic the top-down input with constant current input to a group of distant L10 and Imc neurons. When the nonaligned AGF input is sufficiently strong, Ipc and Imc responses at the target location become periodic and synchronize to the oscillatory bursts at the distant location, which is activated by the nonaligned top-down AGF input (Fig. 10). The synchrony is mediated by the Imc (nonaligned) → L10 (target) inhibitory projection, which imposes a temporal structure onto the otherwise irregularly firing L10 neurons.

**D I S C U S S I O N**

**Mechanisms of competitive stimulus selection**

Attention is a crucial component of sensory processing, yet the circuit mechanisms that mediate attentional stimulus selection have remained elusive. The superior colliculus (mammals) and the optic tectum (other vertebrates) are intricately involved in stimulus selection and share common circuit features, including the nucleus isthmi. Investigating an anatomically and physiologically constrained network model of the avian isthmotectal system, we found that recurrent antitopographic inhibition mediates competitive stimulus selection and that cellular spike-rate adaptation facilitates the selection of novel stimuli. Moreover, forebrain influences are integrated by their modulation of the isthmotectal circuitry, uniting both bottom-up and top-down mechanisms into a common control system.

Confidence in the validity of plausible model assumptions is supported by the fact that the model reproduces a wide range of in vivo observations from pigeons and owls (Asadollahi et al. 2010; Marin et al. 2007; Mysore et al. 2010; Winkowski and Knudsen 2008). The observations include shifts in activity to a novel stimulus, sharp transitions to strong stimuli, global competition, and changes in gain and sensitivity mediated by top-down control.

The extension of our investigation to a model network not constrained by the isthmotectal system showed an alternative mechanism of competition, where competitive stimulus selection is mediated by homogeneous inhibition combined with a strong topographic excitation.

**Recurrent antitopographic inhibition**

The recurrent antitopographic inhibition extends throughout the entire structure, with a dip only at the center. This antitopographic organization is fundamentally different from the better-known surround inhibition in the center-surround organization. Here, the surround inhibition is largest at the center and vanishes asymptotically with increasing distance. Although this local organization is limited to local computations (contrast enhancement, edge detection, gain control); the far-reaching nature of the antitopographic inhibitory organization is ideally suited to mediate competitive interaction between distant sensory stimuli.

To date, the anatomical evidence for recurrent antitopographic inhibition is best documented for the avian isthmotectal system (Wang et al. 2004). The emergent role of the antitopographic inhibitory organization for stimulus selection raises the question whether this structural principle generalizes to other systems. In all species studied, reciprocal connections exist between the optic tectum (superior colliculus) and the nucleus isthmi (parabigeminal nucleus) (reviewed in Gruberg et al. 2006; Isa and Hall 2009; May 2006; Wang 2003). In reptiles and birds, the nucleus isthmi consist of spatially separate cholinergic and GABAergic groups of neurons with topographic and diffuse, respectively, projections to the optic tectum (reptile: Powers and Reiner 1993; Saha et al. 2010; Sereno and Ulinski 1987; bird: Wang et al. 2004, 2006). The GABAergic diffuse isthmotectal projection modulates tectal cells and thereby, as shown here, can mediate the competitive interaction of visual stimuli in the avian isthmotectal system (Asadollahi et al. 2010; Marin et al. 2005, 2007; Mysore et al. 2010; Winkowski and Knudsen 2006). In mammals, the superior colliculus maintains topographic reciprocal connections with the parabigeminal nucleus (Baizer et al. 1991; Graybiel 1978; Jiang et al. 1996; Sherk 1979). The parabigeminal nucleus to SC projection is cholinergic (Hall et al. 1989; Hashikawa 1989; Wang et al. 1988), thus providing an excitatory topographic feedback. In contrast to birds and reptiles, for mammals, no diffuse GABAergic projection from the parabigeminal nucleus to the superior colliculus has been reported. Rather, ACh (acetylcholine) release from parabigeminal nucleus axon terminals in SC activates GABAergic interneurons in the intermediate layers with broad projections (Binnis and Salt 2000; Lee et al. 2001), which in turn inhibit projection neurons (Endo et al. 2005). Thus in mammals, the...
Shifting spatial attention

The simulated competitive stimulus selection has an immediate functional significance for the avian isthmotectal system and the retina-tecto-rotundal visual pathway. Ipc axons form narrow tectal columns with hundreds of presynaptic terminals (Wang et al. 2006) (Fig. 2A), enabling Ipc neurons to gate tectal signal processing at that location (Marin et al. 2007; Wang 2003).

Attention is the selection of relevant signals from an enormous amount of often topographically organized information. The isthmotectal system mediates a competitive stimulus selection, which results in a shift of Ipc axon terminal activity to the novel stimulus location in the retina-tecto-rotundal visual pathway. To date, the organization of the nucleus rotundus (pulvinar in mammals) has remained puzzling (Mahani et al. 2006; Marin et al. 2003). The simulated shift of Ipc activity may help to clarify this puzzle. This shift results in a selective mapping from the tectal topographic representation into the rotundal representation. This implies that at any instant the rotundal representation contains the properties of only a single location in the visual scene, the selected location.

Interestingly, the isthmic activity that mediates the gating of tectal signals is not itself involved in the visual processing. Rather, isthmic activity selects the area of visual space that will be analyzed by tectal circuitry. This observation supports an early hypothesis of competitive stimulus selection, which postulates that the selection system itself is not responsible for the information processing relevant to the visual task but merely selects which area of visual space should be inspected (Koch and Ullman 1985; Posner et al. 1980). This focal attention hypothesis was further popularized by the searchlight or spotlight metaphor (Crick 1984).

Perhaps surprisingly, psychophysical experiments indicate that focal selection does not necessarily involve contiguous parts of the visual field (Pyllyshyn and Storm 1988; Spelke and Weichselgartner 1995). In other words, the spotlight does not seem to sweep continuously across the visual field. In this respect, the isthmotectal model results are consistent with focal selection in humans. Isthmic activity decreases at the target location while increasing at the distant novel location (Fig. 3A). In terms of the spotlight metaphor, two (or more) spotlights are required; one spotlight fades at the target location, whereas another spotlight brightens at the novel location. Neurons corresponding to locations between the target and novel location remain quiet during this process. From the model investigation, we know that in the isthmotectal system, the jump in activity is mediated by the long-range antitopographic inhibitory Imc feedback. This insight is likely to provide a useful clue in the search for the underlying mechanisms of human focal selection.

The jump in isthmic activity, corresponding to a shift in spatial covert attention (no eye movements), is reminiscent of saccades and the concurrent shift in spatial overt attention (with eye movements). This may not be coincidental, because experimental evidence suggests a close relationship between covert and overt attention (Kustov and Robinson 1996; Sheliga et al. 1995; Shepherd et al. 1986). This relationship is particularly strong in the superior colliculus, which directs saccadic eye movements (Lovejoy and Krauzlis 2010; Müller et al. 2005). The excitatory isthmic feedback with axonal terminals in both upper collicular layers of sensory processing and lower collicular layers of motor control is thus ideally suited to communicate stimulus selection to the superior colliculus and to trigger concurrent jumps in spatial attention and saccadic eye movement to the same location.

Role of adaptation in stimulus competition

We show that adaptation within the isthmotectal circuitry, namely L10 and Imc spike-rate adaptation, can facilitate the competitive selection of novel stimuli (Figs. 4 and 8). We included cellular spike-rate adaptation in the model, because this implementation of adaptation is experimentally constrained in the avian isthmotectal circuit (Shao et al. 2009). However, our model investigation cannot exclude that other implementations of adaptation, such as synaptic plasticity or delayed inhibition, contribute to isthmotectal stimulus competition as well.

Spike-rate adaptation depends on the activation history of the neuron. Thus a single neuron alone, receiving inputs from two locations, cannot achieve novelty sensitivity. Rather, the enhanced sensitivity to a stimulus at a novel location is mediated by stimulus-specific adaptation. This adaptation depends on the stimulus history rather than on the activation history and has been described in visual and auditory pathways (Dragoi et al. 2002; Hosoya et al. 2005; Reches and Gutfreund 2008; Sharpee et al. 2006; Ulanovsky et al. 2003), although it has been challenging to pinpoint the biophysical implementation of adaptation in these complex circuits. In general, the computations to achieve stimulus-specific responses require a network to compare between current and past stimulus conditions (Abbott et al. 1997). In such a network, different stimuli activate separate paths to the stimulus-specific neuron, and the adaptation is localized to the activated path (Eytan et al. 2003). This characteristic feature of stimulus-specific adaptation is present in the isthmotectal network, where stimuli at different locations activate adaptation in separate paths.

WTA networks

When a target and a distant competitor stimulus of different strength are presented simultaneously, the isthmotectal system can serve as a WTA network (Fig. 5A). We showed that the observed distribution of slopes in the transition as a function of competitor strength (Asadollahi et al. 2010) can be reproduced by a distribution of the recurrent antitopographic inhibition strength (Fig. 5A). Interestingly, when the target and competitor stimulus width are varied, the Ipc response at the target location continues to represent information about the target stimulus width (Asadollahi et al. 2010). Our model investigations show how this deviation from a WTA behavior can be mediated by a combination of cellular and circuit mechanisms (Fig. 5B).

The theoretical analysis of neurally implemented maximum detectors has a long history (Koch and Ullman 1985). The architecture of model WTA networks falls into two broad categories: 1) lateral inhibition without self-inhibition (Mao
and Massaquoi 2007; Sum et al. 1999; Yuille and Grzywacz 1989) and 2) global inhibition with self-excitation (Brandt and Wessel 2007; Hahnloser et al. 1999). The anatomically constrained model (Fig. 2) of the isthmotectal system includes elements of both network categories. The recurrent antitopographic inhibition (Imc \(\rightarrow\) L10) belongs to category 1, whereas the global inhibition (Imc \(\rightarrow\) IpC) with self-excitation (IpC \(\rightarrow\) L10) belongs to category 2. Depending on the relative strength of the inhibition and excitation, the stimulus maximum selection can be based on a combination of the two basic network categories. WTA selection and the selection of novel stimuli are related in that both require competitive interaction. However, the selection of novel stimuli poses higher requirements on the network. In a WTA network, strong inhibition usually ensures the selection of the winner (Hahnloser et al. 1999) (Fig. 5A). In contrast, for inhibition above a certain level, the network fails to respond to novel stimuli. Thus a network has to maintain its inhibition at an appropriate level to execute the task of novelty detection (Fig. 6).

**Top-down modulation of the stimulus-response function**

Our model provides new insight into the microcircuit mechanisms of top-down stimulus-response modulation (Fig. 9). Directing attention to a target stimulus enhances visual responses of cortical neurons (V4) to the attended stimulus while suppressing the responses to other stimuli (reviewed in Reynolds and Heeger 2009). The effects of focal attention on V4 visual responses can be mimicked by low-level electrical microstimulation of the macaque frontal eye field region (Moore and Armstrong 2003). This microstimulation paradigm was extended to the owl forebrain AGF (putative homolog of the primate frontal eye field region), which projects to both the nucleus isthmi and the deep tectal layers (Knudsen et al. 1995). Stimulating an AGF site aligned with the receptive field of a recorded deep tectal neuron caused a leftward shift of the neurons stimulus-response function. In contrast, stimulating an AGF site outside the receptive field of a recorded deep tectal neuron reduced the responses across all stimulus levels (Winkowski and Knudsen 2008).

The observed differential effect of aligned and nonaligned AGF stimulation has led to the suggestion that AGF inputs involve two distinct mechanisms modulating tectal responses (Winkowski and Knudsen 2008). Our model investigation indicates two such mechanisms. The aligned AGF stimulation causes a leftward shift of the neurons stimulus response function via the direct AGF excitation of tectal L10 neurons. The nonaligned AGF stimulation, however, reduces the responses across all stimulus levels dynamically via the competitive interaction of the target stimulus and the distal top-down input onto L10 and Imc neurons. The long-range interaction is mediated by the antitopographic inhibitory Imc \(\rightarrow\) L10 projection. The isthmotectal circuit thus integrates the top-down influence into the bottom-up competitive interaction network.

The top-down modulation results in stimulus-response functions may be mimicked, at least for simple stimuli, by the normalization model of attention. However, the phenomenological normalization model (Reynolds and Heeger 2009) and the circuit-based competitive interaction model (Figs. 2, B and C, and 9A) are fundamentally different. The former is based on feedforward mechanisms and steady-state firing rates alone, whereas the latter includes feedback and temporal aspects of the responses. Specifically, in response to simple stimuli, the circuit-based model predicts that nonaligned top-down input imposes periodic bursting on target responses that synchronize with the activity at the top-down input location (Fig. 10). We hypothesize that, in natural viewing, the differences in predictions of stimulus-response modulation between the two classes of models will become more apparent.

In conclusion, based on the detailed anatomical information of the avian isthmotectal system, this study shows a set of neural mechanisms for competitive stimulus selection. Given the parallels between attentional phenomenology of barn owls and rhesus monkey (Reynolds 2008; Winkowski and Knudsen 2008), it will be interesting to see to what extent this detailed circuit insight will assist useful working hypotheses for the investigation of attentional selection in monkeys and humans.
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