Face categorization in visual scenes may start in a higher order area of the right fusiform gyrus: evidence from dynamic visual stimulation in neuroimaging
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Jiang F, Dricot L, Weber J, Righi G, Tarr MJ, Goebel R, Rossion B. Face categorization in visual scenes may start in a higher order area of the right fusiform gyrus: evidence from dynamic visual stimulation in neuroimaging. J Neurophysiol 106: 2720–2736, 2011. First published July 6, 2011; doi:10.1152/jn.00672.2010.—How a visual stimulus is initially categorized as a face by the cortical face-processing network remains largely unclear. In this study we used functional MRI to study the dynamics of face detection in visual scenes by using a paradigm in which scenes containing faces or cars are revealed progressively as they emerge from visual noise. Participants were asked to respond as soon as they detected a face or car during the noise sequence. Among the face-sensitive regions identified based on a standarditizer, a high-level face-sensitive area, the right fusiform face area (FFA), showed the earliest difference between face and car activation. Critically, differential activation in FFA was observed before differential activation in the more posteriorly located occipital face area (OFA). A whole brain analysis confirmed these findings, with a face-sensitive cluster in the right fusiform gyrus being the only cluster showing face preference before successful behavioral detection. Overall, these findings indicate that following generic low-level visual analysis, a face stimulus presented in a gradually revealed visual scene is first detected in the right middle fusiform gyrus, only after which further processing spreads to a network of cortical and subcortical face-sensitive areas (including the posteriorly located OFA). These results provide further evidence for a nonhierarchical organization of the cortical face-processing network.

THE HUMAN BRAIN CAN DETECT A COMPLEX PATTERN SUCH AS A FACE in a visual scene in a fraction of a second (e.g., Crouzet et al. 2010; Fei-Fei et al. 2007; Lewis and Edmonds 2003; Rousselet et al. 2003). However, the specific neural mechanisms supporting the initial categorization of a visual stimulus as a face remain largely unclear. To effectively categorize a visual stimulus as a face, it must be segmented from the background scene and matched to an internal representation of a face rather than to competing non-face object shapes. In a complex visual scene, shapes may be extracted based on the pattern of similarity of textures inside coherent objects and the discontinuity of textures across borders, a process that is thought to be initiated in early visual areas such as V2 (e.g., Appelbaum et al. 2006; Leventhal et al. 1998; Zhan and Baker 2006). In addition, higher areas of the visual system such as the lateral occipital complex (LOC; Malach et al. 1995), which show general shape selectivity that is mostly independent of local segmentation cues and spatial position (e.g. Grill-Spector and Malach 2001), are thought to play a critical role in object categorization in visual scenes (Appelbaum et al. 2006; Peelen et al. 2009).

With respect to faces in particular, neuroimaging studies have identified a set of high-level visual areas that respond significantly more to pictures of segmented faces than to other object shapes (Fox et al. 2009; Haxby et al. 2000; Ishai 2008; Sergent et al. 1992; Tsao et al. 2008; Weiner and Grill-Spector 2010), thus potentially playing an important role in the fast and accurate categorization of a visual stimulus as a face. These areas, as identified in functional magnetic resonance imaging (fMRI) studies, are of few square millimeters in size and are located outside of anatomically well-defined retinotopic visual areas (Halgren et al. 1999; Weiner and Grill-Spector 2010), in the middle fusiform gyrus (fusiform face area, FFA; e.g., Kanwisher et al. 1997; Puce et al. 1995), and more posteriorly in the lateral part of the inferior occipital lobe (occipital face area, OFA; e.g., Gauthier et al. 2000) as well as in the posterior part of the superior temporal sulcus (pSTS; e.g., Puce et al. 1998). These three areas are believed to form a core system of an extensive network of brain areas that are preferentially or exclusively sensitive to faces (Haxby et al. 2000), including areas in the ventral temporal cortex (anterior fusiform gyrus and temporal pole), the amygdala, and the dorsolateral prefrontal cortex (e.g., Haxby et al. 2000; Gobbini and Haxby 2007; Ishai 2008; Rajimehr et al. 2009; Sergent et al. 1992; Tsao et al. 2008; Weiner and Grill-Spector 2010). These areas are larger in size and generally show stronger and more consistent face-preferential responses in the right than in the left hemisphere (e.g., Fox et al. 2009; Kanwisher et al. 1997; Sergent et al. 1992), in agreement with the well-known dominant role of the right hemisphere in face perception (e.g., Hécaen and Anguelergues 1962; Parkin and Williamson 1987; Sergent 1988). A similar set of areas devoted to face processing has also been identified in the nonhuman primate brain in fMRI.
(Pinsk et al. 2009; Tsao et al. 2006, 2008), with recent investigations showing that these areas form a tightly and specifically interconnected network (Moeller et al. 2008).

An important question to clarify is how this network of face-preferential areas is functionally organized, that is, what is the dynamic flow of information between these areas, in our case particularly focusing on when detection of a face stimulus in a visual scene occurs. Most neurofunctional models of face perception, derived from neuroimaging studies and consistent with more generic, feedforward hierarchical object processing models, postulate that face-related processes are initiated in the most posteriorly located face-sensitive area of the network, namely, the inferior occipital cortex (OFA). Specific information about faces would then be forwarded to the more anteriorly located middle fusiform gyrus (FFA) and pSTS, and then to the anterior temporal and prefrontal cortices (e.g., Fairhall and Ishai 2007; Haxby et al. 2000; Ishai 2008). Thus, although some of these models also incorporate the possibility of feedback connections between face-sensitive areas (Haxby et al. 2000; Moeller et al. 2008), the initial processing of the stimulus as a face is thought to occur in a feedforward and hierarchical manner.

The hierarchical view of face processing is inspired by both the hierarchical organization of the visual system (Hubel and Wiesel 1962; Felleman and Van Essen 1991; Van Essen and Maunsell 1983) and influential computational models of object and scene recognition (Biederman 1987; Marr 1982; Riesenhuber and Poggio 1999; Ullman 2007). According to the hierarchical view of the visual system, feedforward connections carry the information from low-order areas to higher order areas (e.g., V1 to IT) in sequential processing steps. Feedback connections may transfer information in the reverse direction. From a computational point of view, the visual stimulus would be initially decomposed into small parts/features (or fragments; Ullman 2007) that would be subsequently combined into more complex object representations (Biederman 1987; Marr 1982). A similar “local-to-global” hierarchical view has generally been endorsed by computational and theoretical accounts of face perception (Burton 1994; Jiang et al. 2006).

When considering the functional neuroanatomy of face processing, this hierarchical view suggests that populations of neurons located in the inferior occipital cortex (OFA) would initially code for specific features of the face (e.g., mouth, nose, etc.). These features would then be integrated in a global face representation at later stages of the face processing network, such as the FFA (Fairhall and Ishai 2007; Haxby et al. 2000; Ishai 2008; Pitcher et al. 2007; see also Lerner et al. 2001) and then the anterior inferotemporal cortex (e.g., Kriegeskorte et al. 2007; Nestor et al. 2008; Sergent et al. 1992).

However, there are at least two sets of data that are incompatible with a simple hierarchical view of face processing, or at least with the idea that the earliest stage of face sensitivity arises in the most posteriorly located face-sensitive area, the inferior occipital cortex (OFA). First, in the normal human brain, sensitivity to faces can be observed in the FFA and pSTS in the absence of such face sensitivity in the inferior occipital cortex. For instance, in a two-tone (degraded black and white) “Mooney” face image, the local features often become too ambiguous to be recognized individually and must be disambiguated based on their organization within a global configuration (Mooney 1957; Moore and Cavanagh 1998). Interestingly, such Mooney faces can activate the right FFA without any evidence of face sensitivity in the posterior visual areas (Dolan et al. 1997), including a prelocalized right OFA (Rossion et al. 2011). Second, face sensitivity can be observed in high-level visual areas of the right middle fusiform gyrus such as the right FFA despite structural damage to the neural region containing the posteriorly located right OFA (Rossion et al. 2003; see also Steeves et al. 2006).

Together, these observations suggest that, in the intact brain, a preferential activation to faces in higher level visual areas such as the FFA may possibly arise independently of putative face-sensitive inputs from the inferior occipital cortex (OFA), perhaps through direct connections forming early (non-face sensitive) visual cortices. On the basis of these observations, we hypothesized that the initial categorization of a visual stimulus as a face, rather than being carried out in the inferior occipital cortex according to a hierarchical scheme, may be initiated instead in higher visual areas of the face-processing network, especially in the right middle fusiform gyrus (Rossion et al. 2003; Rossion 2008). According to this view, an initial face categorization in a higher visual area of the right hemisphere cortical face network might be based on a global and coarse face representation, which would then be refined through a cortical reentrant loop to lower areas such as the OFA (see Mumford 1992 for a proposed reverse hierarchy in the visual system; also Hochstein and Ahissar 2002).

In the present fMRI study, we aimed to further investigate this nonhierarchical view of face processing. That is, we tested the hypothesis that during face categorization in visual scenes, preferential responses to faces in a higher order area of the ventral visual stream, namely, the right middle fusiform gyrus (right FFA), precede preferential responses to faces in the lower visual area, namely, the ipsilateral inferior occipital cortex (right OFA).

By using fMRI, we were cognizant that if we used a simple speeded detection task with briefly presented faces, we would not be able to directly compare the onset of face-related activation in the FFA, OFA, and other regions of the cortical face network. Indeed, the low temporal resolution of fMRI (e.g., Menon and Kim 1999) would not allow separation of the time of activation in two visual areas such as the FFA and OFA, separated by about 2 cm of cortex, and whose earliest face-related responses might be isolated by a few tens of milliseconds at most during fast face categorization.

Thus, to maximize chances to observe any difference in the time onset and duration of face sensitivity between high-level visual areas, we slowed down the perception of faces in visual scenes while maintaining the low-level visual stimulation constant for a sustained period of time. To accomplish this, we used a paradigm of gradually revealing information in successive continuous steps, that is, a dynamic sequence. Such dynamic visual stimulation paradigms have been used in previous fMRI studies to reveal aspects of visual priming (James et al. 2000), top-down facilitation (Eger et al. 2007), cortical areas contributing to different stages of recognition (Carlson et al. 2006), and perceptual hysteresis (Kleinschmidt et al. 2002).

It has been shown that with these slow dynamic stimulation paradigms, the time course of activation and sensitivity to stimulus manipulation as observed in fMRI blood oxygen
level-dependent (BOLD) responses may reveal timing differences between visual areas (e.g., Carlson et al. 2006). In this study, as in these previous studies, the meaningful picture was not present at the onset of stimulation and was instead gradually revealed throughout a long dynamic sequence. However, in contrast to these previous studies, we controlled the low-level image properties such as luminance and frequency spectra by progressively denoising only the phase spectrum of the visual stimulus (Sadr and Sinha 2004). To our knowledge, this procedure has only been used so far on segmented face and object stimuli, not visual scenes, in a handful of fMRI studies (Estemarian and Yantis 2010; Reinders et al. 2005, 2006; Phili-astides and Sajda 2007) that had different objectives from the present study.

MATERIALS AND METHODS

Participants. Twelve participants (8 females and 4 males; mean age 24 yr, 9 right-handed) were included in the study. All had normal or corrected vision. Written informed consent was obtained from all participants before the experiment, following procedures approved by University of Maastricht, where all imaging took place.

Stimuli. Image sequences used in this experiment were generated with Random Image Structure Evolution (RISE) methods (Sadr and Sinha 2004) that implemented a manipulation of the spatial structure of the original images in which the original power spectrum as well as the overall luminance and contrast were kept constant. Specifically, based on an original image, a RISE sequence was generated by combining progressively degraded/randomized phase spectrum and the original intact amplitude spectrum. This resulted in a sequence of images in which a recognizable object gradually evolved from randomness. Note all the images that belong to a sequence have identical amplitude spectrum and overall luminance/contrast (see Fig. 3 in Sadr and Sinha 2004).

A total of 24 face and 24 car grayscale images from the Corel CD-ROM libraries and a few additional digitized pictures were selected as the original images [stimuli from a larger set as used by VanRullen (2006); available as figures online (http://www.nefy.ucl.ac.be/Face_Categorisation_Lab.htm)] to create the stimuli for this study. These images contained faces and cars that are highly variable in their visual appearance, size, and spatial location. These highly variable visual scenes were used rather than well-segmented full-front pictures of faces and cars for two reasons. First, in a visual face detection task, it is more ecological to use variable visual scenes than full-front faces that could be rapidly and easily detected on the basis of a few cues (e.g., contour) if they always appeared at the same location. Second, using visual scenes greatly minimizes the predictability of the overall structure of the target stimuli, and thus the potential contribution of perceptual expectations on the BOLD signal in the areas of interest (Puri et al. 2009; Summerfield et al. 2006). At the same time, we should acknowledge that using faces embedded in complex scenes does introduce the possibility that some of our effect is driven more by “person perception” (i.e., face + body), rather than by faces per se, a point we will return to in the discussion of our results.

Visual scenes containing cars were chosen as contrast stimuli to faces, for several reasons. First, cars constitute complex visual stimuli, which, like faces, can be categorized on the basis of their particular outer shape and some of their internal elements (e.g., wheels, grid, etc.). Second, both faces and cars form a particularly visually homogeneous category. Third, images of cars, similar to images of faces, are highly familiar in visual scenes for our observers. Fourth, pictures of cars are from one of the categories commonly compared with faces in behavioral and neural studies aimed at testing for face-specific effects (e.g., Gauthier et al. 2000; Grill-Spector et al. 2004; Lerner et al. 2001; Yin 1969). Categorization of visual scenes based on the presence of cars has also been commonly used and shown to be quite efficient and fast (e.g., Peelen et al. 2009; VanRullen and Thorpe 2001). Finally, to define the face-sensitive regions of interest (ROIs), we have been using pictures of (segmented) cars as control stimuli in face localizer scans (e.g., Jiang et al. 2009; Rossion et al. 2011), including the localizer used in the present study. Thus both the definition of face-sensitive areas performed in the localizer and the test of face sensitivity of these areas to gradually revealed visual scenes rely on a comparison between the same categories of stimuli (faces vs. cars), although different images were used in the localizer and experimental runs.

Before implementing RISE, we equalized the luminance across all 48 original images. Each RISE sequence included 15 frames, ranging from 50 to 10% interpolation of the original and random phase spectra, in steps of 2.86% (Fig. 1). An interpolation level of 0% would correspond to unaltered phase spectrum of the original image, and an interpolation level of 100% would correspond to a random phase.
spectral. We have indicated the eight frames that were used in the experiment by framing them in black (Fig. 1).

**Design and procedure.** The experiment consisted of presentation of eight-frame RISE sequences, in which a recognizable object (face or car) gradually evolved from degraded images. Participants were asked to press one of the two buttons as soon as they were sure that they detected a face or a car during the presentation of the sequences. Participants were also requested to maintain a constant level of confidence in their judgment across trials. They were informed that only one target object (face or car) was present in each trial and that target objects could vary in size, appearance, and their spatial location within the image. Note that after the participant indicated having detected a face or a car, the presentation of the sequence continued. Participants were allowed to correct themselves, if they realized that they had made a mistake, by pressing the correct button before the next trial started.

Each participant performed two experimental runs. Each run lasted ~12 min. For each run, a total of 24 trials were presented (12 face trials and 12 car trials). Trials were presented randomly for each participant so that they could not anticipate whether the next trial would contain a face or car, also minimizing the potential contribution of perceptual expectation factors to the observation of category-sensitive responses. Each trial contained a unique 20-s sequence of eight images, each for 2.5 s (2 TRs). The sequence was followed by 2.5 s of blank screen and a long fixation before the start of the next sequence. The duration of fixation varied between 5,000, 6,250, and 7,500 ms. The onsets of any two subsequent trials, therefore, were separated by an average of 8,750 ms (7,500–10,000 ms/6–8 TRs).

Stimuli were back-projected onto a screen located over the participant’s head. A personal computer running E-prime 1.1 (PST) was used to present stimuli and collect behavioral responses. All stimuli were presented in grayscale. The images were always presented in the center of the screen and subtended approximately a visual angle of 8.54°.

**Localizer scans.** Independent localizer scans were performed to localize areas responding preferentially to faces. Each participant conducted two runs, in which they viewed blocks of faces, cars, phase-scrambled faces, and phase-scrambled cars, and performed a one-back matching task. Each run lasted 11 min and consisted of 24 alternating blocks (18 s each) with 9 s of fixation in between. During each block, 18 images were presented for 750 ms, followed for 250 ms by a blank screen. All images of faces and cars were presented in color with equalized luminance, and the scrambled versions were created with Fourier phase randomization (Sadr and Sinha 2004). Note that images of faces and cars used in the localizer scans, unlike those used in the experimental scans, were all segmented (see Jiang et al. 2009 and Rossion et al. 2011 for details).

**Image acquisition.** All participants were scanned at the Maastricht Brain Imaging Center. Data were collected using a 3T Allegra head scanner (Siemens, Erlangen, Germany). Functional data in the localizer scans were obtained from 36 transverse slices with a spatial resolution of 3.5 × 3.5 × 3.5 mm (acquisition matrix 64 × 64) using a repeated single-shot echo-planar imaging sequence [echo time (TE) = 50 ms, repetition time (TR) = 2,250 ms, flip angle (FA) = 90°, field of view (FOV) = 224 mm]. Functional data in the experimental scans were obtained from 20 transverse slices, with a spatial resolution of 3.5 × 3.5 × 3.5 mm for 4 participants and a spatial resolution of 3.5 × 3.5 × 5 mm for the remaining 8 participants. To have a relatively good temporal resolution, TR was set to 1,250 ms for experimental scans. High-resolution structural images were obtained with 1 × 1 × 1-mm spatial resolution (acquisition matrix 256 × 256), using ADNI sequence (TE = 2.6 ms, TR = 2,250 ms, FA = 9°, FOV = 256 mm). These T1-weighted images provided detailed anatomical information. A 25° angle perpendicular to the main magnetic field B0 was used to reduce magnetic artifacts and signal dropout, allowing us to record up to the anterior inferior temporal lobe (Deichmann et al. 2003).

**fMRI data preprocessing.** Data were analyzed using Brain Voyager QX (version 1.10; Brain Innovation, Maastricht, The Netherlands). The first four volumes of each functional dataset were discarded to cope with T2* contrast saturation effect. Before statistical analysis, the functional data underwent a series of preprocessing steps, namely, slice scan time correction, three-dimensional motion correction (with realignment to the first volume), linear trend removal, and high-pass filtering (removing frequencies lower than 3 cycles/session, ~0.004 Hz for experimental runs and 0.005 Hz for localizer runs). Functional data were further smoothed with a 5-mm full-width half-maximum Gaussian kernel so that the spatial resolution was comparable not only between the localizer scans and the experimental scans but also among participants. Both anatomical and functional data were transformed into Talairach space (Talairach transformation; Talairach and Tournoux 1988).

**Regions of interest.** Areas responding preferentially to faces were defined independently for each individual participant from the localizer scans by using the contrast [faces — cars] in conjunction with the contrast [faces — scrambled faces]. This conjunction analysis ensured that the activation in face-sensitive regions was not related to low-level differences between faces and non-face object categories. For each participant, all contiguous voxels in the middle fusiform gyrus and inferior/middle occipital gyrus, with a minimum significance of q(false discovery rate, FDR) < 0.01, were selected (FFA and OFA, respectively). We raised statistical threshold for four participants to separate their overlapping fusiform and inferior occipital activation. We also lowered the q(FDR) to 0.01 and 0.05, respectively, for two participants to localize OFA so that the smallest cluster size is ~60 mm³ (Fox et al. 2009).

Using the same method, we also selected several additional ROIs that we could identify on most of our participant, including the right pSTS, bilateral amygdala, and the right inferior frontal gyrus (IFG). These additional face-preferential ROIs were defined using a minimum statistical threshold of q(FDR) < 0.05. The mean Talairach coordinates, cluster size, and their standard deviation of all face-preferential ROIs selected in this study are reported in Table 1.

**Time-course analysis.** To test our hypothesis, we examined the onset of significant difference between responses to face and car sequences in individually defined ROIs. Specifically, for each subject and each ROI, event-related averages were computed across all correct trials for face and car conditions. Using planned pairwise t-tests, BOLD responses to face and car sequences were then compared at group level to determine the time point at which responses became face sensitive (i.e., significantly higher to face sequences than to car sequences). A time point with a significant difference at the P < 0.05 level was determined as the onset only when at least two subsequent time points were also significant at this level. This method of determining onset of difference between two time courses ensured both reliability and sensitivity. In addition, to demonstrate that the onset of difference was closely linked to participants’ percepts, we repeated the analysis on a subset of trials in which participants responded the fastest (32%) and slowest (52%).

**Whole brain response-locked analysis.** We also conducted a whole brain-based response-locked analysis to reveal brain areas that were activated more for face sequences than for car sequences upon successful detection. The condition-dependent behavioral response was modeled as a simple two-gamma hemodynamic response function with a duration of 200 ms in a multiple-subject random-effect general linear model (GLM). Clusters that showed a significant difference, namely, a P < 0.005 uncorrected, 1-tailed t-test, postcorrected by cluster size threshold >16) were reported. The face sensitivity of reported clusters was examined based on data extracted from localizer scans. A cluster was considered face sensitive when both contrasts (i.e., [faces — cars] and [faces — scrambled faces]) reached statistical significance.

To obtain a more accurate estimate of the fMRI activity within clusters from whole brain analysis, we ran an additional deconvolution analysis time-locked to the behavioral response. The deconvolu-
tion analysis included a total of 16 predictors, 4 before the response, 1 at the response, and 11 after the response. Each predictor had a duration of 1 TR (1,250 ms). To avoid overlap between subsequent trials, we further discarded trials in which behavioral response occurred too early (i.e., during frame 3) and too late (i.e., during wait period after the sequence, see Fig. 2C for response distribution). This procedure allowed us to estimate beta weights associated with experimental conditions (i.e., the coefficients of predictors) at each time point and compare them between conditions. For each cluster, we determined the time point at which responses became face sensitive (i.e., significantly higher beta weight in face condition than in car condition) using the same method we described in the ROI-based analysis section.

RESULTS

Behavioral results. The paradigm with dynamic RISE sequences effectively slowed down participants’ perceptions of faces (and cars): average correct response time was 14,084 ms for car sequences and 14,698 ms for face sequences (Fig. 2). Participants successfully detected 93% of the car trials and 89% of the face trials. The accuracy was very high, given that to have a precise estimate of the accuracy and correct response time, participants’ self-corrected trials were not considered as correct trials. The difference between car trials and face trials just failed to reach significance for accuracy [$F(1,11) = 4.12$, $P = 0.07$] but was significant for response times [$F(1,11) =$

<table>
<thead>
<tr>
<th>ROI</th>
<th>$n$</th>
<th>Mean $x$</th>
<th>Mean $y$</th>
<th>Mean $z$</th>
<th>Mean Size, mm$^3$</th>
<th>SD $x$</th>
<th>SD $y$</th>
<th>SD $z$</th>
<th>SD Size, mm$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right hemisphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFA</td>
<td>12</td>
<td>39</td>
<td>−49</td>
<td>−15</td>
<td>403</td>
<td>2.7</td>
<td>6.1</td>
<td>2.8</td>
<td>204</td>
</tr>
<tr>
<td>OFA</td>
<td>11</td>
<td>33</td>
<td>−77</td>
<td>−10</td>
<td>245</td>
<td>8.8</td>
<td>8.9</td>
<td>5.3</td>
<td>167</td>
</tr>
<tr>
<td>Amygdala</td>
<td>7</td>
<td>20</td>
<td>−6</td>
<td>−10</td>
<td>285</td>
<td>2.7</td>
<td>1.9</td>
<td>2.3</td>
<td>195</td>
</tr>
<tr>
<td>pSTS</td>
<td>8</td>
<td>51</td>
<td>−45</td>
<td>10</td>
<td>658</td>
<td>3.8</td>
<td>10.4</td>
<td>5.7</td>
<td>370</td>
</tr>
<tr>
<td>IFG</td>
<td>10</td>
<td>43</td>
<td>11</td>
<td>25</td>
<td>540</td>
<td>5.2</td>
<td>7.2</td>
<td>7</td>
<td>282</td>
</tr>
<tr>
<td>Left hemisphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFA</td>
<td>12</td>
<td>−39</td>
<td>−47</td>
<td>−10</td>
<td>429</td>
<td>2.8</td>
<td>7.1</td>
<td>3.9</td>
<td>281</td>
</tr>
<tr>
<td>OFA</td>
<td>9</td>
<td>−36</td>
<td>−77</td>
<td>−11</td>
<td>213</td>
<td>6.8</td>
<td>8.2</td>
<td>6</td>
<td>225</td>
</tr>
<tr>
<td>Amygdala</td>
<td>7</td>
<td>−19</td>
<td>−7</td>
<td>−9</td>
<td>216</td>
<td>1.9</td>
<td>1.7</td>
<td>1.5</td>
<td>115</td>
</tr>
</tbody>
</table>

Values are means and SD ($n$ = no. of subjects) of Talairach coordinates ($x$, $y$, $z$) and cluster size of face-preferential regions of interest (ROIs). FFA, fusiform face area; OFA, occipital face area; pSTS, posterior superior temporal sulcus; IFG, inferior frontal gyrus.

Fig. 2. Behavioral results. A: accuracy. B: correct response time. C: distribution of the number of correct responses as a function of frame (time). Note that responses were slightly faster for cars than for faces, most probably due to the particular limited set of stimuli used.
25.98, \( P < 0.001 \), with faster response times for car trials than for face trials. The distribution of correct responses as a function of frames (time) is shown in Fig. 2C.

For the 32% fastest trials, participants required on average \(< 12 \text{ s} \) to decide whether there was a face or a car present in the visual scenes (11,546 ± 1,817 ms for cars and 11,742 ± 2,065 ms for faces, mean ± SD response time). For slow trials, the same task required \(- 17 \text{ s} \) (16,862 ± 2,025 ms for cars and 17,540 ± 1,644 ms for faces).

**ROI-based imaging results.** We analyzed time course data in each individually localized ROI (Table 1). Analyses were concentrated on the right FFA and the right OFA. The right FFA was identified for all 12 participants (mean Talairach coordinates: 39, −49, −15), and the right OFA was found for 11/12 participants (mean Talairach coordinates: 33, −77, −10). An example of individually localized right FFA and right OFA is shown in Fig. 3.

The time courses of fMRI activity to face and car sequences in the right FFA and right OFA are shown in Fig. 4. In both ROIs, the fMRI activity rose slowly as the face and car in the visual scene gradually emerged from randomness and peaked 2–3 s after the presentation of the last frame of the 20-s-long sequence.

First, we ran a three-way repeated-measures ANOVA with data from 11 participants who had both the right FFA and right OFA localized, using the factors category (faces vs. cars), area (right FFA vs. right OFA), and time (25 time points, starting from the 0-ms sequence time and with each time point taking 1,250 ms). All the effects were significant (all \( P < 0.002 \)), with the exception of the two-way interaction between area and category \( F(1,10) = 1.47, P = 0.25 \), suggesting that, overall, the right FFA did not show a stronger face-preferential response than the right OFA. However, the three-way interaction between category, area, and time was highly significant \( F(24,240) = 2.17, P = 0.0018 \). Based on this highly significant three-way interaction, we analyzed the effect of category in each area and time point separately for the 12 participants in the right FFA and the 11 participants in the right OFA.

Importantly, fMRI activity in response to face sequences in the right FFA rose significantly above the activity in response to car sequences at 13.75 s after sequence onset \( t(11) = 2.92, P < 0.03, 1\text{-tailed} \), whereas this difference emerged much later in the right OFA, at 22.5 s after sequence onset \( t(10) = 3.31, P < 0.004, 1\text{-tailed} \). These findings support the prediction that face sensitivity emerges earlier in the right FFA than in the right OFA. It is important to note that if we were to consider the time point at which fMRI activity in response to face sequences rose significantly above the baseline level, the right OFA would be considered to be earlier [at 8,750 ms, \( t(10) = 2.26, P < 0.004, 1\text{-tailed} \) than the right FFA [at 12,500 ms, \( t(11) = 3.28, P < 0.024, 1\text{-tailed} \)]. However, the early responses in the right OFA were not face sensitive, i.e., they were not larger for faces than for cars in the visual scenes.

To demonstrate that the rise time of face sensitivity is closely linked to participants’ percepts (e.g., McKeeff and Tong 2007), we repeated the time-course analysis on the subsets of trials for which participants gave the fastest and slowest responses (see Behavioral results for trial selection). As shown in Fig. 5, in the right FFA, fMRI activation in response to face sequences became significantly higher than to car sequences at 12.5 s in fast trials \( t(11) = 1.86, P < 0.045, 1\text{-tailed} \) and at 18.75 s in slow trials \( t(11) = 1.99, P < 0.056 \), consistent with the average behavioral response time required for participants to reach a decision in these trials. In the right OFA, a significant difference between activation in response to face and car sequences did not occur until several seconds later for both fast trials \( 18.75 \text{ s}, t(10) = 1.92, P < 0.042 \) and slow trials \( 22.5 \text{ s}, t(10) = 2.07, P < 0.033 \). These results strengthen the finding of an earlier face sensitivity in the right FFA than in the right OFA and also indicate that the time onset of these differences is relevant with respect to behavior.

We also analyzed the time course in other face-sensitive ROIs, including the left FFA and OFA, the right pSTS and IFG, and the bilateral amygdala (Fig. 6). In both the left FFA...
(mean Talairach coordinates: −39, −47, −15; 12/12 participants) and the left OFA (mean Talairach coordinates: −36, −77, −11; 9/12 participants), face-preferential responses occurred at 15 s after the onset of sequence \( t(11) = 2.55, P < 0.013, 1\text{-tailed}, \) and \( t(8) = 2.35, P < 0.023, \) respectively. In both the right pSTS (mean Talairach coordinates: 51, −45, 10; 8/12 participants) and the right IFG (mean Talairach coordinates: 43, 11, 25; 10/12 participants), face-preferential activation emerged at 18.75 s after sequence onset \( t(7) = 3.34, P < 0.006, \) and \( t(9) = 2.19, P < 0.028, \) respectively. Because of the relatively low number of participants \( n = 7/12 \) on which we could localize bilateral amygdala, their time course data showed large variability, resulting in no significant starting point of face-preferential activity based on our criteria (i.e., at least 3 consecutive time points with higher activation in response to face sequences than to car sequences at the \( P < 0.05 \) level). Overall, these results indicate that among the face-sensitive areas identified in the current study, the right FFA was the first to show a face-preferential response.

**Whole brain-based imaging results.** A whole brain random-effect GLM analysis revealed seven clusters that showed significantly higher activation when a face, compared with a car, was successfully detected (Table 2). Beta weights in these clusters were further estimated through a deconvolution operation, which consisted of 4 predictors before and 11 predictors after the behavioral response (Fig. 7, left). Among these seven clusters, four were determined to respond preferentially to faces based on data extracted from localizer scans, including clusters in bilateral fusiform gyrus, right IFG, and right middle occipital gyrus extending to STS and the middle temporal gyrus. Note the consistency between the face-sensitive cluster in the right fusiform gyrus revealed by the whole brain group analysis (Fig. 3, bottom) and the right FFA localized on one individual participant based on independent localizer scans (Fig. 3, top).

Consistent with ROI-based results, the face-sensitive cluster in the right fusiform gyrus (cluster 2, center Talairach coordinates: 39, −46, −11, see Fig. 3, bottom) responded significantly higher for face than car sequences, shortly before successful detection \( t(11) = 2.12, P < 0.034, \) Fig. 7]. This condition-specific difference emerged only after the behavioral response in the other three face-sensitive clusters. Specifically, cluster 1 in the right IFG (center Talairach coordinates: 39, 8, 29) showed a significant difference at 5,000 ms (i.e., 4 TRs).
after behavioral response \( t(11) = 2.29, P < 0.022 \). For cluster 3 in the left fusiform gyrus (center Talairach coordinates: \(-41, -44, -12\)), this difference did not become significant until 3,750 ms (3 TRs) after behavioral response \( t(11) = 2.28, P < 0.023 \). Finally, a significant difference was shown for cluster 7 centered in middle occipital gyrus (center Talairach coordinates: \(52, -60, 7\)) at 2,500 ms (2 TRs) after behavioral response \( t(11) = 3.34, P < 0.001 \). Critically, these results indicate that among face-sensitive clusters revealed by time-locked whole brain analysis, the cluster in the right fusiform gyrus was the earliest to show face preference.

Interestingly, a non-face-sensitive cluster located in the left inferior occipital gyrus (cluster 4, center Talairach coordinates: \(-46, -75, 3\)) illustrated similar prior-response face sensitivity \( t(11) = 2.66, P < 0.008 \), Fig. 7) to the right middle fusiform gyrus/right FFA. Its center Talairach coordinates correspond to the dorsal posterior potion of LOC, which has been shown to be important for object perception and recognition (e.g., Grill-Spector et al. 1999; Malach et al. 1995), and more specifically to a left extrastriate area that responds preferentially to body parts (extrastriate body area, EBA; Downing et al. 2001; e.g., Peelen et al. 2006: \(-45, -71, -1\)). Although this cluster showed a stronger activation to both faces and cars compared with its scrambled counterparts \( t(11) = 3.66, P < 0.004 \), its level of activation was similar to faces and cars in the localizer scans \( t(11) = 0.272 \), not significant. Thus this cluster did not show face sensitivity in the face localizer (consisting of isolated images of faces without body parts), consistent with the response profile of EBA.

To summarize our results, we observed the earliest category-related response in a high-order visual area, namely, the middle fusiform gyrus of the right hemisphere, corresponding to the FFA. Other areas defined in the independent localizer by their preferential response to faces, most notably the lower order right OFA, also showed category-related responses during categorization of visual scenes. However, this larger response to faces than cars in visual scenes took place significantly later than in the right FFA.

These observations cannot be accounted for by the slightly faster behavioral responses to cars than faces overall, since the
analyses of the time course and sensitivity of different brain areas were based on the exact same trials. Also, the size of the different face-sensitive ROIs, as well as the number of participants in which individual ROIs could be identified in the face localizer (Table 1), did not appear to be related to the time course of face-sensitive responses observed in the dynamic sequence stimulation. Indeed, both the right FFA and OFA could be identified in almost all individual participants (12 and 11, respectively). Moreover, the left FFA was equally large, and the right pSTS even larger, in size than the right FFA, yet both of these areas showed a delayed sensitivity to faces presented in dynamic sequences compared with the right FFA.

Also worth noting is that the earlier face-preferential activation in the right FFA than in the right OFA cannot be accounted for by the absolute magnitude of the BOLD response or by the absolute time onset of activation in the respective areas of interest. In fact, the hemodynamic response was larger and rose earlier in the right inferior occipital cortex (right OFA) than in the right middle fusiform gyrus (right FFA). However, the significantly larger response to faces than cars emerged later in right OFA than in the right FFA (Fig. 4).

Finally, the significance of the earlier face-preferential response found in the right FFA is also supported by the relation found between the speed of behavioral categorization and the time course of face-preferential activation in the right FFA (and other areas, Fig. 5). Specifically, in both the right FFA and right OFA, visual scenes that were categorized relatively rapidly as containing faces led to an earlier preferential response to faces than visual scenes that were categorized more slowly. Importantly, for both fast and slow trials, preferential activation to faces arose earlier in the right FFA than in the right OFA.

Table 2. Significant clusters revealed by whole brain random-effect GLM analysis for contrast face response — car response

<table>
<thead>
<tr>
<th>Cluster</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Size, mm³</th>
<th>Location</th>
<th>Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39</td>
<td>-8</td>
<td>29</td>
<td>446</td>
<td>Right inferior frontal gyrus</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>39</td>
<td>-46</td>
<td>-11</td>
<td>467</td>
<td>Right fusiform</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>-41</td>
<td>-44</td>
<td>-12</td>
<td>556</td>
<td>Left fusiform</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>-46</td>
<td>-75</td>
<td>3</td>
<td>581</td>
<td>Left inferior occipital gyrus</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>31</td>
<td>-4</td>
<td>899</td>
<td>Right orbital gyrus/sulcus</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>-29</td>
<td>30</td>
<td>-5</td>
<td>529</td>
<td>Left orbital gyrus/sulcus</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>52</td>
<td>-60</td>
<td>7</td>
<td>6478</td>
<td>Right STS/MTG/MOG</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Values are Talairach coordinates and cluster sizes for clusters revealed by whole brain random-effect general linear model (GLM) analysis to be significantly face sensitive \( P < 0.005, \) uncorrected, 1-tailed test; \( t(11) \) = 3.11, postcorrected by cluster size threshold of 16. MTG, middle temporal gyrus; MOG, middle occipital gyrus.
Fig. 7. Activation profile of clusters revealed by whole brain random-effect analysis. The beta weights estimated from the experiment scans are shown at left, and the time courses estimated from the localizer scans are shown at right. For each cluster, condition-related beta weights were estimated through a deconvolution operation with predictors aligned to participants’ behavioral responses (indicated by the gray line). Asterisks indicate the starting time points at which a face sensitivity (i.e., significantly higher beta weight in face condition than in car condition) emerged. Note that the profile of the left amygdala (cluster 6) was very similar to that of the right amygdala (cluster 5) and thus is not shown. MTG, middle temporal gyrus; MOG, middle occipital gyrus.
analysis (left inferior occipital gyrus, cluster 4) led to a further examination of the time course in individually defined object-sensitive areas. Two subregions of the LOC (Grill-Spector et al. 1999), namely, the lateral occipital area (LO) and posterior fusiform area (PF), were localized for each participant using contrast [cars − scrambled cars]. We further excluded the overlap between face-sensitive and object-sensitive regions by eliminating voxels in LOC that showed higher responses for faces than for cars. We also localized a region in the collateral sulcus (near parahippocampal place area, PPA/BA 20; Epstein and Kanwisher 1998) using the contrast [cars − faces] in conjunction with [cars − scrambled cars].

As shown in Fig. 8, consistent with the results from whole brain analysis, the left LO (localized in 11/12 participants; mean Talairach coordinates: −40, −75, −10) illustrated relatively early face sensitivity, showing significantly higher activation for face sequences than for car sequences at 15 s after sequence onset \( t(10) = 2.65, P < 0.013 \). The onset of face sensitivity found in the left LO closely followed the onset of face sensitivity in the right FFA, indicating the possible role of LO in subsequent analysis of the scene images once the category of scene has been determined.

Interestingly, a reverse pattern was found in the right PPA/BA20 (localized in 9/12 participants; mean Talairach coordinates: 28, −34, −16), with significantly higher activation for car sequences than for face sequences at 17.5 s after the sequence onset \( t(8) = 1.9, P < 0.05 \). Although the left PPA/BA20 (localized only in one-half of the participants; mean Talairach coordinates: −31, −35, −14) showed a similar trend, the difference between car and face activation did not reach significance at any given time point. Parallel to the finding in the right FFA, the finding of an inverse pattern in the right PPA/BA20 suggests the possible emergence of car sensitivity in high-level regions that respond more to objects than faces.

**DISCUSSION**

*Face sensitivity may begin in the higher order right FFA.* Our results support the possibility that the categorization of a visual stimulus as a face may be initiated in a higher order visual area, specifically, the right FFA, rather than lower order visual areas, most notably the most posteriorly located area of the cortical face network, the OFA. More generally, our results...
are also consistent with the established dominance of the right hemisphere in face perception, as demonstrated previously by a greater prevalence of prosopagnosia following right than left hemisphere brain damage (e.g., Hécaen and Angueraques 1962), better performance in lateralized face detection and individualization tasks (e.g., Parkin and Williamson 1987 and Hillger and Koenig 1991, respectively), higher magnitude of brain response to faces (e.g., Rossion et al. 2011; Sergent et al. 1992; Zangenehpour and Chaudhuri 2005), and better sensitivity to facial information (e.g., Jiang et al. 2009; Le Grand et al. 2003; Schiltz and Rossion 2006) in the right than the left hemisphere. Beyond this general right hemisphere bias in face perception, our present data indicate that face sensitivity also emerges earlier in the right than in the left hemisphere (i.e., right FFA before left FFA).

Consistent with our claims, in the normal human brain, visual stimuli that are successfully categorized as faces based on prior knowledge or their global configuration elicit activation in the right FFA but not in the OFA (Dolan et al. 1997; Rossion et al. 2011). Also, structural damage to the cortical territory of the OFA does not prevent the observation of robust face-preferential responses in the right FFA (Rossion et al. 2003; Steeves et al. 2006). These observations are in agreement with our present findings in that they indicate that the right OFA is not a mandatory stage to observe face-preferential activation in the right FFA. However, the present findings go further than previous observations by showing that when both areas respond preferentially to faces, the earliest effects are found in the right FFA, not in the ipsilateral OFA.

Taken in toto, we argue that our present results, in conjunction with prior studies, constitute converging evidence that the OFA may not be the first point of face-specific processing in the human brain. Contrary to the most commonly held perspective, we suggest a nonhierarchical model of the early stages of the functional neuroanatomy of face processing. That is, the OFA would exhibit face-preferential responses only following temporally earlier categorization of visual input as a face within the FFA. Although the precise mediator that leads to OFA responses is unknown, we posit that such neuroanatomically earlier responses may arise through putative reentrant connections between these two areas (Rossion et al. 2003; Rossion 2008).

Evaluating evidence for a hierarchical view of face processing. What evidence is there that face-sensitive visual information would be fed from lower order areas to higher order areas? Does such evidence present an alternative to our claim that face sensitivity initially arises in the higher order right FFA?

First, when images of faces (and objects) are broken into an increasing number of parts (blocks) that are positioned randomly on an image, fMRI activation decreases along a posterior-anterior axis in the LOC (Lerner et al. 2001). The anterior region corresponding to the FFA shows the highest sensitivity to this breaking into parts (i.e., needing almost the whole stimulus to respond). Although this observation is usually taken to support the hierarchical view, it is also entirely compatible with initial face sensitivity in the right FFA, providing that the first representation of the face is holistic rather than part-based, an issue that we discuss below.

Second, the only strictly feedforward model of the OFA to the FFA obtained using effective connectivity on fMRI data (dynamic causal modeling, DCM; Friston et al. 2003) is based on a definition of the OFA [faces — scrambled faces] that does not isolate at all face-preferential responses in the inferior occipital cortex (Fairhall and Ishai 2007; see Wiggett and Downing 2008). In fact, the observation that generic (i.e., non-face sensitive) lateral occipital activation also precedes FFA activation in our study (Fig. 4) is compatible with this model. However, what matters for our purpose is that preferential response to faces emerges earlier in the FFA than in the OFA.

Third, transcranial magnetic stimulation (TMS) applied over an average coordinate of the right OFA at a very early stage in time (60–100 ms following visual stimulation) was found to disrupt individualization of faces differing by facial parts (Pitcher et al. 2007). These findings have been taken as evidence supporting an early role for the OFA in face processing. However, disruption of individual face matching following TMS to the right OFA was not found in a follow-up study of the same group (Pitcher et al. 2008). It is also incompatible with the fact that face individualization occurs relatively later in processing, as indicated by electrophysiological recordings on the human scalp (e.g., Jacques and Rossion 2009; Jacques et al. 2007) and also the onset timing of face-selective cells in the monkey inferotemporal cortex (Rolls and Tovee 1995; see Rossion and Jacques 2011). Interestingly, Pitcher et al. (2010) recently provided evidence that TMS disruption of OFA processing at an early time window impairs generic visual categorization, whereas TMS applied at a later time window impairs face processing specifically. These findings are more in line with our current observations. To test our interpretation of these observations with TMS, one would have to apply TMS to the (right) OFA and search for impairment in face detection, as well as for a reduced or abolished neural responses to faces in the FFA (using TMS combined with fMRI).

Finally, a recent study found a correlation between the level activation in the OFA across participants with an early electrophysiological face-sensitive response recorded on the scalp (P1, ~100 ms), whereas the FFA was rather correlated with a later face-sensitive component (N170) (Sadeh et al. 2010). However, whereas the latter correlation was robust, the P1-OFA correlation appears to be driven mainly by a single data point. Moreover, there is evidence that such early face-sensitive responses (P1/M1) recorded on the scalp are based on low-level visual cues (e.g., spatial frequency differences between faces and objects) rather than on face perception per se (Halgren et al. 2000; Rossion and Caharel 2011; Rossion and Jacques, 2008). In summary, we argue that there is currently no strong counterevidence to the view that face-sensitive activation is initiated in the higher order visual FFA.

The dynamic sequence paradigm: potential limitations and strengths. To utilize fMRI to investigate (reverse) hierarchical processing in face perception, we acknowledge that we had to rely on an unconventional visual stimulation paradigm, which has both its limitations and strengths.

First, we stimulated with complex visual scenes rather than background-segmented face and non-face stimuli (as is typically done in psychophysical and neuroimaging studies studying object and face perception). We suggest that this kind of visual scene stimulation, in which the faces (and cars) are displayed at different sizes, from different views, at various positions in varying visual scenes, and with variable morphol-
ogy (download images online at http://www.nefy.ucl.ac.be/facetool/PDF/jiang_figs_stim.zip), is somewhat more ec-
ological and better approximates the actual context in which
humans typically perform visual object and face recogni-
tion (see Crouzet et al. 2010; Peelen et al. 2009; Rousselet et al.
2003). Given this mode of presentation, many (about half) of
the face images also contained non-face body parts. Previous
studies have found that the FFA, especially when defined at the
resolution used in the present study, responds to body parts
(e.g., Peelen and Downing 2005; Pinsk et al. 2009; Schwar-
Moreover, studies that have performed whole brain random
effects contrasts of bodies vs. objects consistently find a
body-selective peak in the fusiform gyrus (e.g., Hodzic et al.
2009). In contrast, activation in response to body parts has been
less consistently found in the OFA, with one study in particular
showing activation in response to headless bodies in the FFA
but not in the OFA (Peelen and Downing 2005). Therefore,
even though more recent surface-based analysis studies have
disclosed larger responses to body parts than to objects also in
the OFA (Pinsk et al. 2009; Weiner and Grill-Spector 2010,
with the latter reporting relatively more activation in response
to body parts than to cars in the OFA than in the FFA), we
should acknowledge the possibility that the presence of body
parts could have contributed to FFA more than to OFA activity
and as such constitutes a confound in the study. Moreover, we
note that our whole brain analysis disclosed preferential activ-
ativity to visual scenes containing faces in a left occipital area,
as early as in the right FFA. Since this area did not show face
sensitivity in the localizer and corresponds to the coordinate of
the EBA, it seems that detection of body parts may have
occurred as early as face detection in our paradigm, also in
different areas and hemispheres.

Second, successful recognition took place on visual stimuli
whose structure (phase) was still partially disrupted (i.e., rec-
ognition occurred before the stimulation sequence was com-
pleted). This phase-scrambling is an artificial manipulation that
adds noise to the visual scene, masking diagnostic information
that may be useful for categorization. Thus one may argue that
our results are due to the right FFA being simply more resistant
to a high noise level than the right OFA (although both areas
can be activated for faces with high levels of noise; e.g.,
Righart et al. 2010) and that if the different frames of the
sequence were presented one by one, in a random order, the
FFA would be activated at frames containing a higher level of
noise than the OFA. Since the stimuli are presented in an
increasing order of visibility in our paradigm, an earlier re-
sponse to faces emerges in the right FFA than the right OFA.
It is indeed a plausible account of our observations. However,
we believe this account to be in line with our claims and
reflective of the phenomenon that we attempted to measure: if
we objectively disrupt structured visual information (phase-
scrambling) and present the stimulus according to an increas-
ing order of visibility, face sensitivity emerges at a higher level
of scrambling, that is, earlier, in the right FFA than in the right
OFA. In this context, it is worth noting that in real life, rather
than revealing objects that are unambiguous and unique, scenes
are typically noisy and cluttered, due to occlusions and lighting
variation (shadows, luminance edges, and gradients). Thus,
from the particularly slow increase of diagnostic information
in the paradigm, the kind of stimulation used in this
study is not necessarily too far from the real-world conditions
of object categorization in complex visual scenes. In fact, it
could be argued that this kind of stimulation resembles situa-
tions in which faces and objects have to be detected in visual
scenes under conditions of low visual acuity and/or contrast
sensitivity, occlusion, reduced visibility, or initial perception
of shapes in the periphery. Finally, and importantly, we note that
phase-scrambling is an objective manipulation of information:
its disrupts the structure across the whole stimulus, affecting all
frequency scales rather than specific sources of information on
the faces (e.g., global organization of the face by moving the
parts around, or the parts themselves by blurring; e.g., Goffaux
et al. 2011; Lobmaier et al. 2008).

Third, rather than being briefly presented, as in most neu-
roimaging studies of face and object categorization, visual
stimulus information was slowly revealed to the observers at a
fixed rate, in a dynamic sequence. This slow presentation rate,
which has been used successfully in previous fMRI studies of
object/face categorization (e.g., Carlson et al. 2006; Eger et al.
2007; Esterman and Yantis 2010; James et al. 2000; Reinders
et al. 2005, 2006), allows us to titrate the contribution of
different brain areas over time and establish a temporal se-
quence for neural events. Critically, given the poor temporal
resolution fMRI, our method allowed us to separate events that
normally occur within tens of milliseconds at most (Formisano
and Goebl 2003). Note that under day-to-day conditions,
visual observers survey scenes continuously rather than having
tables appear and disappear before us, so this kind of dy-
namic stimulation is again perhaps more ecological than one
might first think.

Fourth and finally, given the slow mode of presentation and
the complex visual scenes that were presented, another impor-
tant issue to consider is the potential role of top-down factors,
or perceptual expectations, to our observations. Several recent
fMRI studies have showed a contribution of perceptual expec-
tations in face-sensitive activation in the fusiform gyrus in
particular (Eger et al. 2010; Puri et al. 2009; Summerfield et
al. 2006; Zhang et al. 2008; also in the inferior occipital cortex:
Esterman and Yantis 2010; Righart et al. 2010). Therefore, one
should consider the possibility that the earlier face-preferential
response disclosed in the FFA than in the OFA in the present
study is due, even partly, to such top-down factors. Import-
tantly, we should state that our study differed in several ways
from the studies cited above in which top-down factors
were manipulated explicitly. First, we did not bias participants in
our study toward face or car trials by cueing or presenting higher
probabilities of appearance for one category compared with the
other. Second, behavioral responses were in agreement with
bottom-up information in the very large proportion of trials
(i.e., no misperception), and if anything, participants had more
“car” than “face” responses. They were also slightly faster to
detect the cars than the faces in the scenes, which is not a
pattern of result that one would expect to find if anticipation of
a face would be responsible for the “early” FFA differential
response (with respect to OFA). Third, contrary to these recent
fMRI studies, we used complex visual scenes rather than
well-segmented face images so that the overall structure of the
face (and car) stimuli was not predictable, reducing the likeli-
hood that a predictive code was used to categorize the stimuli
(see Summerfield et al. 2006). Nevertheless, we should ac-
knowledge that detecting whether there is a person or a car in
a slowly revealed scene does not simply rely on the bottom-up detection of visual cues of a face or a car stimulus. It relies on many more cues, including contextual cues (a road, a body part) and nonspecific form information (e.g., large vs. small blob), as well as more global scene information (see e.g., Wolfe et al. 2011). These multiple cues might be related more to one of the object category to detect, such as the road and body part examples, and thus could be used by the observer to come up with an initial guess (i.e., a template) about the category that is present in the scene. Given the slow mode of presentation, this template (e.g., “this oval blob there is probably a face”) can then be tested against the slowly revealed image, with observers “trying to see” a face in the blob to confirm their inclination. Once enough evidence is accumulated and a face is clearly perceived, the observer can provide a behavioral response. Admittedly, the initial differential activity observed earlier in the FFA than the OFA might relate to a greater contribution of this top-down search template in the FFA than in the OFA, not only to the face stimulus itself activating the FFA before the OFA. This account is compatible with FFA activity starting before the behavioral response, which was also observed in the data (Figs. 4 and 5).

Considering these particularities of our paradigm and the limitations of fMRI in terms of temporal resolution in general, we acknowledge that our study does not provide any information about the absolute time course of face categorization in the human brain. Moreover, we cannot exclude the possibility that if an isolated face is flashed up without any prior expectation, the right OFA may respond before the right FFA. Therefore, the current paradigm provides one piece of evidence about the respective time course of face perception in the two areas of interest, but we cannot exclude that in typical experimental situations, where responses are time-locked to the onset of a face image (vs. an object image), the right OFA responds before the right FFA. This question cannot be answered directly in such typical paradigms in fMRI and would require measuring the response latencies of neurons in these areas of interest as predefined in neuroimaging, as well as testing the impact of selective inactivation of one of these areas on the other’s face-related activation at the neuronal level. Such experiments would currently be possible only by combining fMRI and neurophysiology in the nonhuman primate brain (Tsao et al. 2006, 2008).

Moreover, a direct comparison between areas in fMRI studies alone assumes that the hemodynamic responses of different cortical areas are nearly identical, an assumption that is almost certainly invalid given the complexities of the cerebral vasculature (Carlson et al. 2006). This is the reason why our approach focused on the relative emergence of face-preferential responses: the onset of a significant and lasting difference in hemodynamic response between two experimental conditions. Nevertheless, despite the idiosyncratic nature of our paradigm as well as its acknowledged limitations, we believe that the present observations are quite useful for informing us regarding the relative time course of face-related activation in different areas of interest. As such, we hold that our results place new constraints on models of the functional neuroanatomy of face perception in the human brain.

Priming and temporal precedence of holistic face perception in the human brain. Why would a neuroanatomically higher level visual area of the cortical face network, the right FFA, show the earliest sensitivity to faces, and what are the implications of this observation for our understanding of the spatiotemporal course of face perception in the human brain? As indicated in the Introduction, both the FFA and OFA are located outside of visual areas whose borders can be defined thanks to their precise retinotopic organization (Halgren et al. 1999; Weiner and Grill-Spector 2010). However, neurons in higher level visual areas of both the dorsal and ventral stream still present with some degree of retinotopy (Levy et al. 2001; Wandell et al. 2007), which certainly applies to the OFA and even the FFA when optimal stimuli (i.e., faces) are used (Hemond et al. 2007; Sayres et al. 2009; Yue et al. 2011). Since face-selective neurons recorded in the inferotemporal cortex of the monkey brain have receptive fields of 20–50° (area TE; Boussaoud et al. 1991; Tsunoda et al. 2001), it is reasonable to assume that neurons in the human FFA, a rather anterior area in the ventral visual pathway, have a quite large receptive field, certainly encompassing whole faces of various sizes and locations. fMRI-adaptation studies support this view, showing a generalization (i.e., lack of release from adaptation) to substantial changes of face position and size in the FFA (also referred to as pFs; see Grill-Spector et al. 1999; Grill-Spector and Malach, 2001; but see Yue et al. 2011). Also, as mentioned above, the FFA responds maximally when a sufficiently large portion of the visual stimulus is presented so that it can be categorized unambiguously as a face (Lerner et al. 2001). In contrast, the OFA is located about 2 cm posteriorly, much closer to retinotopic visual areas than the FFA, suggesting that populations of neurons in the OFA have a smaller receptive field than those in the FFA, being less sensitive to image scrambling or fragmentation. Indeed, the bias for central vs. peripheral stimulation of the visual field that is found in face-sensitive cortex is much stronger in the OFA than in the FFA (Levy et al. 2001).

Thus it is reasonable to consider that neurons in the FFA should be able to code for a more global representation of a face than in the OFA, in which different aspects of the visual scene (and face) must be coded by different populations of neurons. As such, it may be that a generic “face template” is only effective within the FFA and higher order face-sensitive areas (Nestor et al. 2010). Consistent with this view, a visual stimulus that is perceived as a face by means of its global configuration rather than particular local features (e.g., a Mooney or Arcimboldo face) may also activate the right FFA without evidence of face sensitivity in the right OFA (Dolan et al. 1997; Rossion et al. 2011). This latter finding suggests that the right FFA plays an important role in face categorization/detection at a global/holistic level. In addition, in the monkey brain, face-selective cells identified in the monkey inferotemporal cortex are sensitive to the whole facial organization: removal of a part of the face (Tsunoda et al. 2001) or changing the first-order configuration of the face (Desimone et al. 1984) both produce a marked reduction in neuronal response strength, also suggesting holistic face representations.

Given this body of results, our present finding of initial face-preferential responses in the FFA supports a view in which the first face-specific perceptual representation is that of the whole face. In fact, the RISE sequences that we used might have emphasized this precedence of the holistic face representation: the face appears to emerge from the noise as a global configuration first, with specific features becoming more clear...
later (Fig. 1). However, contrary to other kinds of manipulations (e.g., blurring, masking of features, breaking of the face configuration by displacement of features, etc.; e.g., Lewis and Edmonds 2002; Lobmaier et al. 2008; Schwaninger et al. 2002), the respective contribution of the whole face structure and of specific features is not explicitly manipulated in this paradigm. Rather, phase information across the entire visual scene is fully randomized and gets reorganized progressively over time. Hence, the initial activation of the FFA that seems to be associated with the precedence of holistic representations emerges naturally in this paradigm.

This view of a (temporal) precedence of a face representation that takes into account all facial features interdependently (a holistic representation; see Sergent 1984; Tanaka and Farah 1993) is compatible with a Gestalt view of the microgenesis of face perception, according to which an initial coarse and holistic initial representation is refined over time (Flavell and Draguns 1957; Sergent 1986; Watt 1987). This view is supported by a number of behavioral, electrophysiological, and neuroimaging observations. For instance, faces can be perceived in very low-resolution pictures, in which distinct features cannot even be extracted (Harmon 1973; Sergent 1986). Moreover, as mentioned above, a visual stimulus can be interpreted as a face based solely on its global configuration, rather than on particular local features (e.g., Mooney or Arimboldo face stimuli; Moore and Cavanagh 1998).

Electrophysiological studies also support the temporal precedence of holistic representations. For instance, early face-sensitive responses (N170) recorded on the human scalp are delayed if facial features are isolated, if the face is scrambled in visible parts, or if it is cut in two horizontal halves, effects that are most prominent in the right hemisphere (e.g., Bentin et al. 1996; Letourneau and Mitchell 2008). Single-cell recordings in the monkey inferotemporal cortex also indicate that global coarse representations are available before fine-grained details (Sripati and Olson 2009; Sugase et al. 1999).

Finally, a recent fMRI study also supports this view, showing that the right FFA and, to a lesser extent, the right pSTS respond preferentially to low spatial frequency face information in early stages of face processing (i.e., until 75 ms of exposure duration) compared with higher spatial frequency information (Goffaux et al. 2011). Moreover, in that study, the response to finer grained face information, i.e., high spatial frequency, became more significant over time in the bilateral FFAs and in the right OFA, providing further support for the view advocated presently.

In summary, the onset of preferential responses to faces in the right FFA as found in the present study is in agreement with a rather well-supported view of the microgenesis of face perception according to which the initial detection of a face as a face is achieved by considering the whole facial configuration, rather than by treating the features as spatially independent entities. In agreement with this “reverse” hierarchical view of visual perception (e.g., Bullier et al. 2001; Galuske et al. 2002; Hochstein and Ahissar 2002; Hupé et al. 1998; Lamme and Roelfsema 2000; Mumford 1992; see also Bar 2003), lower order visual areas exhibiting later face sensitivity, such as the OFA, may be involved in refining the initial coarse representation that arises in higher order visual areas, for the purpose of finer grained categorization such as face individuation (Rossion 2008; Schiltz et al. 2006).

Conclusions. The results of our study obtained during the gradual revealing of visual scenes suggest a nonhierarchical (with respect to neuroanatomy) emergence of face sensitivity among cortical regions. More specifically, the face-preferential response in the right occipital cortex (right OFA) may follow the face-preferential response in the fusiform gyrus (right FFA) (Rossion 2008). Hence, the early face sensitivity in the right FFA may arise independently of any face-sensitive inputs from the inferior occipital cortex (OFA). This initial face categorization within the right FFA may reflect the early detection of faces qua faces, and the later face sensitivity observed in the OFA may emerge as a result of reentrant connections between the FFA and the OFA. Functionally, we speculate that such reentrant connections may facilitate further processing of facial stimuli with the goal of refining exemplar-specific features to better support facial individuation.
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