Subthreshold somatic voltage in neocortical pyramidal cells can control whether spikes propagate from the axonal plexus to axon terminals: a model study
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AN AXONAL PLEXUS IS A NETWORK of axons connected by gap junctions. Such networks were proposed by Roger Traub and colleagues as a mechanism for very fast oscillations (VFOs; >80 Hz) in the neocortex and hippocampus (Traub et al. 1999, 2001, 2003a,b, 2005a, 2010). While chemical synapses operate on a time scale that is too slow to support VFOs, gap junctions are not available. Thus it remains to establish whether control is still possible in more realistic networks.

Putative gap junctions connecting pyramidal cell axons have been observed in several areas of the cortex. Wang et al. (2010) reported gap junctions close to pyramidal cell somata in 5% of paired recordings taken from layer 5 of rat neocortex, where somata are adjacent. Hamzei-Sichani et al. (2007) demonstrated the existence of gap junctions on hippocampal mossy fibers by immunogold labeling. Somatic spikelets of 5–15 mV indicate the presence of axonal gap junctions (Draguhn et al. 1998; Mercer et al. 2006) and are seen in 30% of cells during the depolarization phase of slow-wave sleep oscillations (Ste-riade et al. 1993). Dye-coupling studies have also demonstrated axonal gap junctions in the hippocampus and neocortex (Gutnick et al. 1985; Gutnick and Prince 1981; Schmitz et al. 2001).

Despite such evidence, the prevalence and significance of gap junctions connecting pyramidal cell axons remain controversial. While gap junctions connecting interneurons are plentiful, gap junctions among pyramidal cell axons have been difficult to find. Moreover, the channel proteins of putative axo-axonal gap junctions have not been established, so many of the techniques used to identify and study interneuron gap junctions are not available.

The functional significance of axo-axonal gap junctions has also been called into question. If there is a large network of pyramidal cell axons that are connected to each other by gap junctions, then how could individual pyramidal cells control whether APs from other axons in the network propagate into their main axons and down to their axon terminals? In this study, we address this issue of control.

Activity associated with gap junctions in the normal neocortex appears to be controlled by the somatic voltage. Wang et al. (2009b) showed individual pyramidal cells firing with millisecond synchrony in low calcium media only when cells were in a depolarized state. VFOs, which are presumably generated by an axonal plexus, are prevalent during depolarized states. Grenier et al. (2001) showed VFOs during the up-state of slow oscillations. The amplitude of VFOs drops significantly during the down-state, and VFOs are abolished by the gap junction blocker halothane. VFOs also occur in active areas during neocortical processing (Brosch et al. 2002; Brovelli et al. 2005; Canolty et al. 2007; Cheyne et al. 2008; Edwards et al. 2005, 2009; Gaona et al. 2011; Jacobs and Kahana 2009; Jones and Barth 1999; Jones et al. 2000; Pei et al. 2011; Roland et al. 2010; Wang et al. 2009a). [See Crone et al. (2006) for a review.] In previous work, Munro and Börgers (2010) showed that the somatic voltage can control AP propagation across axonal-gap junctions in a simple axonal model in which all gap junctions are located on the same spot in the axon. However, neocortical pyramidal cell axons have complex geometries, and gap junctions are not likely to be in the same location. Thus it remains to establish whether control is still possible in more realistic networks.

In this work, we use three-dimensional (3D) reconstructions of pyramidal cells to model the affect of somatic voltage on AP propagation across gap junctions in different locations in the axon: the initial segment (IS), the main axon, and collaterals.
We use simulations to show that the somatic voltage can control propagation across gap junctions in the IS and main axon but cannot control AP propagation from axon collaterals. Since the somatic voltage may not control AP propagation across all gap junctions, there may be cells “hardwired” together by gap junctions, in the sense that whenever one cell fires, the other fires as well, regardless of somatic voltage. However, we will argue that data from field potential recordings and analysis of a gap junction network indicate that the number of cells hardwired together in this sense is limited in the normal neocortex.

Our results suggest that individual pyramidal cells can adjust their subthreshold somatic voltage to control whether APs propagate from the axonal plexus into their main axon. A depolarized somatic voltage allows APs to propagate into the main axon, while a hyperpolarized somatic voltage prevents APs from propagating into the main axon, as illustrated in Fig. 1. Therefore, pyramidal cell somata do not have to fire to send spikes to axon terminals, but can signal post (chemical) synaptic cells by adjusting their somatic voltage. (In this study, we will use the terms “presynaptic” and “postsynaptic” to refer to chemical synapses.) Moreover, abnormally high numbers of gap junctions on collaterals, possibly resulting from cortical lesions or axonal sprouting, may lead to a large number of pyramidal cells that are hardwired together. This may lead to VFOs that cannot be stopped by somatic hyperpolarization. Such persistent VFOs can lead to epilepsy by kindling post-synaptic neighbors.

Glossary
Definitions
Hardwired together Two cells are hard wired together if APs propagate from one axon to another regardless of somatic voltage
Window of control Values of $g_{Na}$ where $g_{Na} - 60 \leq g_{Na} \leq g_{Na} - 80$

Fig. 1. Illustration of how the subthreshold somatic voltage of a pyramidal cell may control action potential (AP) propagation across gap junctions into its main axon. Our simulations show that when the soma is hyperpolarized, APs are blocked at the gap junction. When the soma is depolarized, APs are allowed to invade the main axon and propagate down to axon terminals. In this manner, a pyramidal cell can send spikes to its axon terminals and signal post (chemical) synaptic cells by adjusting their subthreshold somatic voltage. EPSP, excitatory postsynaptic potential.

Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>Action potential</td>
</tr>
<tr>
<td>IS</td>
<td>Initial segment</td>
</tr>
<tr>
<td>MA</td>
<td>Main axon</td>
</tr>
<tr>
<td>VFO</td>
<td>Very fast oscillation, oscillation &gt; 80 Hz</td>
</tr>
</tbody>
</table>

Cell Morphology

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{IS}$</td>
<td>IS diameter</td>
</tr>
<tr>
<td>$d_{MA}$</td>
<td>Main axon diameter</td>
</tr>
<tr>
<td>$d_s$</td>
<td>Soma diameter</td>
</tr>
<tr>
<td>$\ell_c$</td>
<td>Electrotonic length of the sharp taper from the soma to the IS</td>
</tr>
<tr>
<td>$l_c$</td>
<td>Length of sharp taper from soma to IS in $\mu m$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1 electrotonic length</td>
</tr>
</tbody>
</table>

Network Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>Mean weight of all cells in network</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of cells within $r_c$ of a single cell in network</td>
</tr>
<tr>
<td>$m_{cy}$</td>
<td>Average number of cycles</td>
</tr>
<tr>
<td>$n$</td>
<td>Mean size of largest cluster in network</td>
</tr>
<tr>
<td>$n_c$</td>
<td>Number of cells per column</td>
</tr>
<tr>
<td>$n_{cy}$</td>
<td>Number of cells in largest cluster when $m_{cy} = 1$</td>
</tr>
<tr>
<td>$N_O$</td>
<td>Maximum number of cells hardwired together that will not produce VFOs</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability of two axons connecting by a collateral gap junction per $\mu m^2$ in network model</td>
</tr>
<tr>
<td>$p_{4}$</td>
<td>Value of $p$ that yields an average of $\sim 4$ connections per cell</td>
</tr>
<tr>
<td>$p_{intra}$</td>
<td>Probability of two axons connecting by an IS/MA gap junction within a column in network model</td>
</tr>
<tr>
<td>$r_c$</td>
<td>Maximum distance between connected cells in network model</td>
</tr>
</tbody>
</table>
Field Potential

- $m_{\text{max}}$: Number of cells that generated the maximum VFO amplitude observed
- $N_{\text{VFO}}$: Maximum number of cells hardwired together that produce VFOs when somata are hyperpolarized
- $RA$: Relative amplitude; amplitude divided by maximum amplitude observed
- $RA_{\text{min}}$: Minimum relative amplitude observed

Methods

For all our calculations, the electrotonic length is given by the formula for the generalized electronic distance in Goldstein and Rall (1974), which incorporates tapering. In this study, we denote the unit diameter as $\lambda$.

3D Cell Reconstructions

We downloaded 3D cell reconstructions from NeuroMorpho.org (Ascoli et al. 2007). All cell reconstructions are of pyramidal cells from the rat somatosensory cortex. The original studies for which the cells were reconstructed are as follows: Schubert et al. (2006); Shepherd and Svoboda (2005); Staiger et al. (2004); and Wang et al. (2002). We used 156 cells in total, 40 cells from layers 2/3, 59 cells from layer 4, and 57 cells from layer 5. After we downloaded the reconstructions, we translated them into NEURON (Carnevale and Hines 2006) using Cvapp. (Some corrections were made to the code for neurons with long processes.) In NEURON, we inserted currents from layer 4, and 57 cells from layer 5. After we downloaded the 3D cell reconstructions from NeuroMorpho.org (2002). We used 156 cells in total, 40 cells from layers 2/3, one for layer 4, and one for layer 5. All of them have the same structure but different dimensions, given in Table 1.

In each 3D reconstruction, we measured the IS diameter ($d_{\text{IS}}$), the main axon diameter ($d_{\text{MA}}$), the ratio between the diameter of the soma and IS ($s_{\text{ratio}}$), and the electronic length of the sharp taper from the soma to the IS ($\ell_c$). The cell reconstructions consisted of connected compartments, where each compartment was described by a list of diameters and locations. We define the main axon (or axonal trunk) as the sequence of connected compartments with the highest average diameter. We define $d_{\text{IS}}$ as the first diameter listed below the soma that is $<5 \mu m$. We define $d_{\text{MA}}$ as the smallest diameter listed between the soma and first collateral, i.e., the smallest diameter listed in the first axonal compartment in NEURON. In each reconstruction, the soma had only one diameter ($d_s$). We therefore set $s_{\text{ratio}} = d_s/d_{\text{IS}}$. We set $\ell_c$ as the electronic length between the point where the IS meets the soma as defined in NEURON and the point where the diameter reaches $d_{\text{IS}}$.

Simulations for AP Propagation Across Gap Junctions

We hypothesize that gap junctions may be present on any length of unmyelinated axon. Axons are unmyelinated on the IS, on the main axon for some distance below the IS (Palmer and Stuart 2006; Shu et al. 2007a; Sloper and Powell 1979) and on many collaterals (Salin et al. 1995; Schubert et al. 2006; Sloper and Powell 1979). Therefore, we use simulations to investigate how well the somatic voltage can control AP propagation across gap junctions in the IS, main axon, and collaterals.

To investigate AP propagation across gap junctions on the IS and main axon, we used simplified axon models with dimensions based on geometric measurements of the 3D cell reconstructions. As shown in Fig. 2, the simplified axon has a cylindrical soma and main axon, while the IS has a linear sharp taper from the soma followed by a linear shallow taper. There are three simplified axon models: one for layers 2/3, one for layer 4, and one for layer 5. All of them have the same structure but different dimensions, given in Table 1.

The main axon is 12-λ long with diameter $d_{\text{MA}}$ given in Table 1. The IS is 40-μm long. The $d_{\text{IS}}$ in Table 1 is the diameter of the axon between the sharp and shallow tapers in the IS. The electrotonic length of the sharp taper is $\ell_c$, which determines its length in micrometers ($\ell_c$). The length of the shallow taper is $(40 - \ell_c)$. The diameter of the soma is $d_s = d_{\text{IS}} \times s_{\text{ratio}}$, where $s_{\text{ratio}}$ is given in Table 1. The length of the soma is the same as the diameter.

In NEURON, we took the geometry defined above and inserted Hodgkin-Huxley type leak, fast $Na$, and delayed rectifying $K$ conduc-

![Fig. 2. Simulation setups to test for AP propagation across a gap junction. To test AP propagation across a gap junction in the initial segment (IS) and main axon (MA), we used two simplified axon models from the same layer. When the gap junction was in the IS, we stimulated the soma or the IS. When the gap junction was in the main axon, we stimulated only the distal axon of 1 cell. In both cases, we tested for AP propagation in the distal axon of the neighboring cell. To test AP propagation from a gap junction in an axon collateral, we used the exact geometry of the three-dimensional cell reconstructions. We stimulated the collateral so that it fired, and then tested for AP propagation in the main axon.](http://jn.physiology.org/)

Table 1. Dimensions of simplified axon models

<table>
<thead>
<tr>
<th>Layer</th>
<th>$d_{\text{MA}}$</th>
<th>$d_{\text{IS}}$</th>
<th>$s_{\text{ratio}}$</th>
<th>$\ell_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/3</td>
<td>0.598 ± 0.105</td>
<td>1.234 ± 0.351</td>
<td>1.2</td>
<td>0.015 ± 0.003</td>
</tr>
<tr>
<td>4</td>
<td>0.601 ± 0.135</td>
<td>1.569 ± 0.394</td>
<td>1.5</td>
<td>0.015 ± 0.002</td>
</tr>
<tr>
<td>5</td>
<td>1.125 ± 0.323</td>
<td>2.025 ± 0.716</td>
<td>2</td>
<td>0.02 ± 0.012</td>
</tr>
</tbody>
</table>

Data are means and SD of $J$ (the main axon diameter ($d_{\text{MA}}$), 2) the initial segment (IS) diameter ($d_{\text{IS}}$), (3) the ratio between the somatic diameter and IS diameter ($s_{\text{ratio}}$), and (4) the electrotonic length of the sharp taper from the soma to the IS ($\ell_c$) of the cell reconstructions downloaded from NeuroMorpho.org. Approximate values used in the simplified axon models are listed. See GLOSSARY for definitions.
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tances from the layer 5 pyramidal cell axon in Traub et al. (2005a) or the conductances from Schmidt-Hieber et al. (2008) into all axonal compartments. In the axon model for layers 2/3 and 4, the conductances from Traub et al. (2005a) resulted in $\lambda \sim 122 \mu \text{m}$ in the main axon, while $\lambda \sim 173 \mu \text{m}$ in the main axon of the layer 5 axon model. For the conductances in Schmidt-Hieber et al. (2008), one electrotonic length is equivalent to $\sim 576 \mu \text{m}$ in the layer 2/3 and 4 models and $\sim 814 \mu \text{m}$ in the layer 5 model. In all models, the length of the main axon was well over 300 $\mu \text{m}$, the longest length of unmyelinated main axon reported thus far (Palmer and Stuart 2006; Shu et al. 2007a; Sloper and Powell 1979). However, we focused on the first 300-$\mu \text{m}$ below the soma in our simulations. The voltage equation for these conductances is

$$\frac{dV}{dt} = g_L(V_L - V) + g_{Na,m}h(V_{Na} - V) + g_K(V_K - V) + g_{ll}(V - V_L)$$

where $m$, $h$, and $n$ are determined by equations of the form

$$\frac{dz}{dt} = \frac{z_m(V) - z}{\tau_z(V)}$$

With the conductances from Traub et al. (2005a), the default sodium and potassium conductance are $g_{Na} = g_K = 0.45 \text{ S/cm}^2$ in the IS, while the default conductances in the main axon are $g_{Na} = g_K = 0.2 \text{ S/cm}^2$. We set the default $g_{Na}$ in the main axon to be significantly lower because the sodium conductance decreases drastically beyond the IS in neocortical axons experimentally (Boiko et al. 2003; Kole et al. 2008). Unmyelinated axons are known to have a uniform sodium conductance in experiment (Waxman et al. 1995), so the IS and the main axon have uniform $g_{Na}$ in our model. The passive parameters are as follows: $g_L = 1 \times 10^{-3} \text{ S/cm}^2$, $C = 0.9 \mu \text{F/cm}^2$, $V_L = -70 \text{ mV}$, $V_{Na} = 50 \text{ mV}$, $V_K = -95 \text{ mV}$, and axial resistivity is 100 $\Omega \cdot \text{cm}$. The spiking conductances from the model in Schmidt-Hieber et al. (2008) yielded a different AP shape and much lower electrotonic length. The default conductances while using these conductances were $g_{Na} = g_K = 0.096$ in the IS and $g_{Na} = g_K = 0.03$ in the main axon.

The only current we inserted into the soma is a leak current, $g_{ll}(V_{ll} - V)$. To model all currents and synapses affecting the somatic voltage, we set the somatic leak conductance to $g_L = 2 \times 10^{-3} \text{ S/cm}^2$ and varied the somatic leak reversal potential $V_L$ as a parameter.

A gap junction between two axons, A and B, at distance $x$ from the soma was modeled by inserting the current $g_{ggj}(V_{RA} - V_{RB})$, $x$ $\mu \text{m}$ away from the soma in axon A, and $g_{ggj}(V_{LA} - V_{RB})$, $x$ $\mu \text{m}$ away from the soma in axon B. Assuming that the distance of the gap junction from the soma in the sending axon does not affect AP propagation too much, we always placed gap junctions at the same distance from the soma in each axon.

Note that while $V_L$ and the distance between the gap junction and the soma are the same in both cells, the value of these parameters in the receiving cell largely determines whether APs will invade its axon. Therefore, this model applies to any connection where an AP crosses across a gap junction into the IS or main axon, including APs propagating from gap junctions that connect a collateral onto the IS or main axon. We discuss the differences in the models used for IS and main axon gap junctions below.

**IS gap junctions.** As shown in Fig. 2, we tested AP propagation across a gap junction connecting the IS of two cells from the same layer, while varying the sodium conductance $g_{Na}$ in the IS and the distance of the gap junction from the soma. When varying $g_{Na}$, we always kept $g_K = g_{Na}$ following Traub et al. (2005a). We stimulated the soma or distal main axon in one cell and tested for AP propagation in the neighboring cell. In the axon, we stimulated and tested for propagation $10\lambda \sim 1,730 \mu \text{m}$ from the soma, so that the gap junction did not affect stimulation and there were no artifacts of a failed AP at the site where propagation was tested. Stimulations consisted of 3 nA for 1 ms in the soma or 2 nA for 0.3125 ms in the main axon applied 5 and 10 ms after the start of the simulation. We tested for AP propagation into the neighboring cell by checking if the voltage crossed the threshold $V_L + (V_{Na} - V_L)\lambda$ (approximately equal to $-30 \text{ mV}$ for conductances from Traub et al. (2005a)) at the distal end of the main axon. For $V_L = V_{Na} - 10 \text{ mV}$, and $V_{Na} + 10 \text{ mV}$, and a range of values for $g_{ggj}$ we found the threshold $g_{Na}\lambda (g_{Na}\lambda)$ that allows AP propagation from one axon to the other. We also found the threshold $g_{Na}$ where the main axon in the receiving cell fires twice, indicating that APs propagate successfully from both stimulations at 5 and 10 ms. For conductances from Traub et al. (2005a), we searched for $g_{Na}$ thresholds only up to 2 $\text{ S/cm}^2$. When APs did not propagate from one axon to another for $g_{Na} = 2 \text{ S/cm}^2$, we set $g_{Na} = 2 \text{ S/cm}^2$. Likewise, for conductances from Schmidt-Hieber et al. (2008) the maximum $g_{Na}$ was 1 $\text{ S/cm}^2$.

**Main axon gap junctions.** We then placed a gap junction on the main axons of two cells from the same layer, varying $g_{Na}$ and the electrotonic distance of the gap junction from the IS (see Fig. 2). We stimulated the distal main axon of one cell and tested for AP propagation in the neighboring cell in the same manner as above. We did not stimulate the soma since the gap junction was relatively far from the soma and APs propagating to the gap junction from either location were similar. We kept $g_{Na}$ at the default value in the IS and varied $g_{Na}$ in the main axon. For $V = V_{Na} - 10 \text{ mV}$ and $V_{Na} + 10 \text{ mV}$, and a range of values for $g_{Na}$ we found the threshold $g_{Na}(g_{Na})$ that allows AP propagation from one axon to another. Likewise, we also found the threshold $g_{Na}$ where the main axon in the receiving cell fires twice, indicating that APs propagate successfully from both stimulations. As in the simulations for the IS, we searched for $g_{Na}$ thresholds only up to 2 $\text{ S/cm}^2$ for Traub et al. (2005a) conductances and 1 $\text{ S/cm}^2$ for Schmidt-Hieber et al. (2008) conductances. However, sometimes the axon intrinsically fired when $g_{Na}$ was set to a high value. The layer 5 axon model intrinsically fired when $g_{Na} \geq 0.8 \text{ S/cm}^2$ for Traub et al. (2005a) conductances. In this case, we only searched for threshold $g_{Na}$ where the axon did not intrinsically fire.

**Collateral Gap Junctions**

Simulations testing AP propagation from axon collaterals were similar to simulations for the IS and main axon, with the following variations: to investigate AP propagation from collaterals into the main axon, we chose 11 representative 3D cell reconstructions, several from each layer. We did not choose any cells reconstructed for Shepherd and Svoboda (2005) because the authors kept track of only the 3D coordinates, not the diameter of axonal processes (G. M. Shepherd, personal communication). IN NEURON, we took the exact geometry defined by the 3D cell reconstructions and inserted the same Hodgkin-Huxley type leak, $Na$, and $K$ conductances as above into all axonal compartments. Only a leak conductance was inserted into the soma and dendrites.

We designated the first 40 $\mu \text{m}$ below the soma as IS. Since the NEURON compartment for the soma was often less than a few micrometers long, we designated the soma compartment and any length of dendrite adjacent to it with a diameter $\geq 5 \mu \text{m}$ as “soma” when setting the leak conductance.

For each cell, we stimulated different collaterals and tested for AP propagation in the main axon as shown in Fig. 2. In each cell, we stimulated all collaterals at least 2/3 $\lambda$ long, since APs could be initiated in those collaterals independently from the main axon. We stimulated collaterals at least 2/3 electrotonic lengths away from the main axon, so that the collateral at the stimulation site and main axon could fire independently. This excluded some collaterals that were too short electrotonically.

By varying $g_{Na}$ throughout the axon below the IS, we found the threshold $g_{Na}(g_{Na})$ that allows propagation from the stimulation site on the collateral to the propagation site in the main axon. As in the simulations for the IS and main axon, we found $g_{Na}$ for several values of $V_{Na}$ and for AP propagation for two stimulations within 5 ms.
Since our simulation results indicated that some cells may be hardwired together, we developed and analyzed a graph-theoretical network to investigate how many cells, on average, can be connected without cycles forming, as the probability of connecting increases (see Fig. 3.) We chose weights for the cells uniformly from the total axon lengths of the 3D cell reconstructions from layer 5. The cells were then grouped into columns with $n_{\text{c}}$ cells each and placed on a $90 \times 30$ hexagonal grid (Buxhoeveden and Casanova 2002; Feldman and Peters 1974; Mountcastle 1997 2003; Rakic 2008; Rockland and Ichinohe 2004). Based on the average axonal width of the cell reconstructions (540 $\mu$m) and a minicolumn width of 30 $\mu$m, we connected only cells that lay within $r_c = 9$ units (the distance between 2 columns is 1 unit) of each other on the hexagonal grid. Each pair of cells within $r_c$ of each other on the hexagonal grid were connected with probability $1 - e^{-pL_{\text{ax}}}$, where $p$ is the probability that two axons will form a gap junction per micrometer squared, $L_{\text{ax}}$ is the total length of the first axon, and $L_{\text{cy}}$ is the total length of the second axon. (The probability of 2 cells connecting is derived in APPENDIX C.) Since $p$ is not known experimentally, we varied $p$ from 0 to $p_c = 4/(L^2M)$ where $L$ is the mean weight of all cells and $M$ is the number of cells within $r_c$ of a single cell. The $p_c$ is the value of $p$ that would yield an average of 4 connections per cell in an unweighted Erdös/Renyi random graph (Erdös and Rényi 1960). (See APPENDIX C for the calculation.) Since IS and main axon connections may also hardwire cells together, we also connected cells randomly within columns with a connection probability of $p_{\text{intra}}$. We set $p_{\text{intra}} = 5\%$ per pair (Wang et al. 2010) to account for the maximum percentage of cells that could be hardwired together by IS and main axon connections, or we set $p_{\text{intra}} = 0$ per pair to investigate behavior when only collateral gap junctions hardwire cells together.

For each value of $p$, we generated 10 networks and numerically calculated the size of the largest cluster and number of cycles in each network. We computed the mean size of the largest cluster ($n_l$) and the mean number of cycles in the network ($m_{\text{cy}}$) over all 10 networks for each $p$. Both $n_l$ and $m_{\text{cy}}$ increase monotonically as $p$ increases. We define the lowest value of $p$ where $m_{\text{cy}} \geq 1$ as $p_{\text{cy}}$. Then, we set $n_{\text{cy}}$ as the value of $n$ when $p = p_{\text{cy}}$.

Computational Aspects

All NEURON simulations were run on the katana cluster at Boston University. We used the implicit Euler method with a time step of 0.001 ms for each simulation. Compartments were discretized into $\sim$1-$\mu$m pieces for models using the exact geometry of the cell reconstructions as well as simpler geometries. All code may be accessed at ModelDB (Accession No. 136309) (Hines et al. 2004).

**RESULTS**

### Geometric Properties of 3D Cell Reconstructions

The main result of this section is the average dimensions found in the 3D cell reconstructions. We obtained 156 3D cell reconstructions from all neocortical layers of rat somatosensory cortex (see METHODS). Several geometric features of these reconstructions specified the dimensions of the simple axon model to simulate gap junctions on the IS and main axon, as shown in Fig. 2. Table 1 lists these parameters along with the dimensions actually used in our simple axon model (see METHODS).

A secondary result is the geometric ratio between branch points in the axon. We performed simulations using the exact geometry of the 3D reconstructions to test AP propagation from collaterals into the main axon. AP propagation through a branch point is determined by the geometric ratio between the parent branch the AP is propagating from and the daughter branches the AP is propagating to (Debanne 2004). Because we are concerned with antidromic AP propagation from putative gap junctions on collaterals into the rest of the axon, we computed the antidromic geometric ratio of branch points along collaterals as well as from collaterals into the main axon.

Figure 4 shows that most branch points within collaterals have a geometric ratio of 2, where all branch diameters are the same. The antidromic geometric ratio from a collateral into the main axon can be much higher.

### Somatic Voltage Can Control AP Propagation Across Gap Junctions in the IS and Main Axon

The somatic voltage of a pyramidal cell can control whether APs invade the axon from gap junctions if 1) APs invade the axon when the somatic voltage is high, and 2) APs are blocked when the somatic voltage is low. A number of parameters besides the somatic voltage come into play when considering whether an AP can propagate across the gap junction or not. These include the gap junction conductance ($g_{\text{gj}}$) and the excitability of the axon. Since the sodium conductance ($g_{\text{Na}}$) in neocortical pyramidal cell axons is largely unknown and is directly related to the excitability of the axon, we investigated...
the ranges of both $g_{Na}$ and $g_{gj}$ which allow for somatic voltage control over AP propagation. We consider somatic voltage control to be feasible physiologically if the ranges of $g_{Na}$ and $g_{gj}$ in which we have control are wide and are within physiological limits.

AP propagation across IS and main axon gap junctions. To investigate AP propagation across gap junctions in the IS and main axon, we simulated simplified axon models for layers 2/3, 4, and 5 using the spiking conductances from the pyramidal cell axons in Traub et al. (2005a). The dimensions of the axon models are based on measurements of the 3D cell reconstructions, given in Table 1. Gap junctions connected two axons from the same layer together at the same distance from the soma on either the IS or the main axon. As shown in Fig. 2, we stimulated one cell and then tested for AP propagation in the distal axon of the neighboring cell.

We varied two parameters in each set of simulations: $V_r$ and $g_{Na}$, both of which affected the excitability of the axon. A high value of $V_r$ raised the voltage in the axon according to electrotonic length, making the axon more excitable. A low $V_r$ reduced the voltage in the axon making it less excitable (Shu et al., 2006, 2007b; Tuckwell 1988). When the gap junction was in the IS, we varied $g_{Na}$ in the IS while keeping $g_{Na}$ in the main axon fixed at the default conductance. When the gap junction was in the main axon, we varied $g_{Na}$ in the main axon while keeping $g_{Na}$ in the IS fixed. APs did not propagate across a gap junction when $g_{Na}$ was low, even for high values of $V_r$.

Definition of window of control. For a fixed value of $g_{Na}$, we say that the somatic voltage controls AP propagation across a gap junction if

1) APs propagate across the gap junction when $V_r = -80$ mV, $g_{Na} \geq g_{Na,-80} \approx 0.325$ S/cm$^2$. When $V_r = -60$, APs propagates across the gap junction for $g_{Na} \geq g_{Na,-60} \approx 0.145$ S/cm$^2$. The window of control is the range of $g_{Na}$ between $g_{Na,-60}$ and $g_{Na,-80}$.

2) APs do not propagate across the gap junction when $V_r = -80$ mV. The window of control for a gap junction is the range of $g_{Na}$ values for which the somatic voltage controls AP propagation from that gap junction. We calculated the boundaries of the window of control by fixing $V_r$ at $-80$ or $-60$ mV and then finding the value of $g_{Na}$ where APs can propagate from one axon to another if $g_{Na} \geq g_{Na,V_r}$ where $V_r = -80$, the somatic voltage can control AP propagation if $g_{Na,V_r} \geq g_{Na,-60}$ (see Fig. 5).

Windows of control for gap junctions on the IS. Figure 6 shows results for gap junctions on the IS in the layer 5 model.
and conductances ranging from 8 to 24 nS. The window of control is very wide for $g_{jj} / H_{11005}$ 8 nS through $g_{jj} / H_{11005}$ 18 nS. For $g_{jj} / H_{11005}$ 10 through 24 nS, the default IS sodium conductance, $g_{Na} / H_{11005}$ 0.45 S/cm$^2$, is within the window of control for almost the entire IS. Above 24 nS, the window of control falls below the default $g_{Na} / H_{11005}$ in the IS. These values of $g_{jj}$ fall within the range of gap junction conductances reported in Wang et al. (2010). [See APPENDIX A for an analysis on how these results compare to Wang et al. (2010).] Therefore, for a wide range of physiological $g_{jj}$ and $g_{Na}$, gap junctions can be controlled by the somatic voltage. Windows of control shifted slightly when the gap junction was on the IS and the soma was stimulated instead of the distal axon. The windows of control were wider and shifted up slightly when the somatic leak conductance was set to $g_L / H_{11005}$ 3 S/cm$^2$ instead of $g_L / H_{11005}$ 2 S/cm$^2$ (see Fig. 7).

**Fig. 7.** Windows of control get larger as input resistance decreases, and shift up slightly. Here, the somatic leak conductance is $g_L = 3 \times 10^{-3}$ S/cm$^2$ instead of $g_L = 2 \times 10^{-3}$ S/cm$^2$. Gap junction on the IS, distal axon was stimulated. Default value of $g_{Na} = 0.45$ S/cm$^2$ is plotted as a baseline. In our model, the default somatic leak conductance of $g_L = 2 \times 10^{-3}$ corresponds to an input resistance of $-26$ M$\Omega$, which is comparable to input resistances reported during the down-state of slow-wave sleep and rapid eye movement sleep without ocular saccades (Steriade et al. 2001). The somatic leak conductance $g_L = 3 \times 10^{-3}$ yields an input resistance of $-18.6$ M$\Omega$ in our model, which is comparable to input resistances seen during the up-state of slow-wave sleep and during ocular saccades in rapid eye movement (Steriade et al. 2001).

**Fig. 8.** Windows of control for gap junctions on the main axon. Figure 8 shows windows of control for gap junctions on the main axon using the layer 5 axon model. The default conductances of 0.45 S/cm$^2$ for the IS and 0.2 S/cm$^2$ for the main axon are shown as a baseline. As $g_{jj}$ rises, the window of control opens, shifts to lower $g_{Na}$ values, and then closes as distance from the soma and $g_{jj}$ increase. Close to the IS, the window of control is wide for $g_{jj} = 6$ to 10 nS. Farther from the IS, the window of control is wide for $g_{jj} = 4$ to 8 nS. Since the longest unmyelinated distance below the soma is reported to be is 300 $\mu$m (Shu et al. 2007a), there is a wide range of $g_{Na}$ in which AP propagation can be controlled where most main axons are unmyelinated.
open and then moves down to lower values of $g_{Na}$ and closes. As the gap junction moves farther away from the soma, the window of control tends to shift down within the first 100 μm from the soma (60 μm from the IS) and then tapers, centering on a particular value of $g_{Na}$. Close to the soma, the window of control is wide for higher values of $g_{Na}$, while the window of control is wide for lower values of $g_{Na}$ far from the soma. This suggests that $g_{Na}$ must shift to lower values for gap junctions farther from the soma, in order for the gap junction to stay within the window of control. It is possible that $g_{Na}$ may smoothly taper with axon diameter. It could also be regulated by the cell to stay within the window of control (Goodenough and Paul 2009; Parker et al. 2009; Sutor and Hagerty 2005). Windows of control for the layer 2/3 and 4 simplified axon model behave similarly (results not shown).

**Somatic voltage can control VFOs.** According to Lewis and Rinzel (2000) and Munro and Börgers (2010), VFOs are generated by expanding waves of APs propagating throughout the axonal plexus. Each period of the oscillation is produced by an expanding wave. Therefore, an axonal plexus can produce VFOs at 200 Hz if successive waves of APs may propagate across gap junctions within 5 ms of each other. We therefore calculated the threshold $g_{Na}$ to allow two APs to propagate across a gap junction within 5 ms ($g_{Na(VFO)}$) as well as the threshold $g_{Na}$ for AP propagation ($g_{Na(VS)}$). Figure 9 shows the VFO window of control for $g_{Na} = 6$ nS: i.e., the range of $g_{Na}$ values for which a depolarizing somatic voltage allows multiple APs to propagate across a gap junction at VFO frequencies, while a hyperpolarizing somatic voltage disables propagation completely. This means that the somatic voltage can enable or disable VFOs, as seen in experiment (Grenier et al. 2001).

**Somatic spikelets.** In our simulations, when APs propagated across a gap junction, they proceeded antidromically to the soma because it was very close to the gap junction. Figure 10 shows that spikelets produced by APs failing to enter the soma either from an IS gap junction or antidromically looked very similar.

**Results are robust with respect to membrane conductances.** Simulations using the Hodgkin-Huxley type conductances from Schmidt-Hieber et al. (2008) instead of Traub et al. (2005a) yield similar results (results not shown).

**Somatic Voltage Cannot Control AP Propagation from Axon Collaterals in Our Model**

We hypothesize that the somatic voltage does not greatly affect propagation across gap junctions far away from the soma on collaterals. If this is the case, then APs in a given collateral always propagate or never propagate across a gap junction on the collateral. Once an AP crosses a gap junction in a collateral, it must propagate antidromically along the collateral into the main axon to reach axon terminals and other gap junctions in the axon. In our 3D cell reconstructions, over all branch points on a given collateral branch, the largest geometric ratio tends to be between the collateral and the main axon as shown in Fig. 4. Since AP propagation down neocortical axons is reliable (Cox et al. 2000), and the diameters of the different branches meeting at one point is often the same, we expect APs to reliably propagate up axon collaterals as well. Therefore, an AP propagating antidromically up a collateral branch is most likely to fail at the branch point where the collateral meets the main axon. This means that the somatic voltage of a cell could control APs propagating from gap junctions on collaterals by blocking AP propagation from the collateral into the main axon.

**Windows of control for AP propagation from axon collaterals.** To test the idea of controlling propagation from collaterals, we simulated model axons having the exact geometry of the 3D cell reconstructions, stimulating collaterals and testing for a propagated AP in the main axon (see Fig. 2) The values of $g_{Na(VS)}$ and the geometry of the cell determined whether an AP

---

Fig. 9. Somatic voltage can control very fast oscillations (VFOs) in an axonal plexus. Layer 5 simplified axon model, $g_{Na} = 6$ nS. A: definition of VFO window of control. Gap junction is 213 μm from the soma. VFO window of control is the range of $g_{Na}$ values where $g_{Na(VFO,V)} = g_{Na(VFOS)}$ so that APs may propagate across the gap junction within 5 ms of each other when $V_s = -60$ and all APs are blocked when $V_s = -80$. B: VFO window of control is close to the window of control for AP propagation. The VFO window of control is shown alongside $g_{Na(VS)}$, which marks the lower boundary for the window of control for AP propagation. Since $g_{Na(VS)}$ and $g_{Na(VFO)}$ are close together, the somatic voltage may also control VFOs for a wide range of $g_{Na}$.
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propagated from the collateral into the main axon. In 11 representative 3D cell reconstructions, we calculated the threshold \( g_{Na}(S_{Na}, V) \) at which APs propagate from points on the axon collaterals into the main axon. Figure 11 shows the windows of control for points on the axon collaterals in these 11 representative cells, i.e., the range of \( g_{Na} \) where \( g_{Na} > 60 \rightarrow g_{Na} \approx g_{Na} \approx 80 \).

In Fig. 11, we see that windows of control vary significantly. Windows of control do not overlap between different cells, nor do they overlap for different collaterals in the same cell. The window of control may even be different for the same collateral if it is stimulated in a different location (see the windows of control marked by filled diamonds in Fig. 11). We obtained similar results using Hodgkin-Huxley type conductances from Schmidt-Hieber et al. (2008) instead of Traub et al. (2005a). (Results not shown.) Therefore, there is no single value of \( g_{Na} \) for which the somatic voltage can effectively control AP propagation from all collaterals simultaneously.

How Many Uncontrollable Connections Could There Be?

In the above section, we showed that the somatic voltage may not control AP propagation from collaterals. The somatic voltage may not control AP propagation across some gap junctions found in the IS or main axon either. Here, we address: how many cells could be hardwired together by uncontrollable connections? Recall that two cells are hardwired together when APs propagate from one cell’s axon to the other’s regardless of somatic voltage. In other words, two cells are hardwired together if their axons are connected by a gap junction and \( g_{Na} \) is above the window of control in the axon of one of the cells. A neocortical axonal plexus may produce many unwanted spikes if too many cells are hardwired together. On the other hand, the somatic voltage may effectively control APs propagating through the axonal plexus if only a small percentage of cells are hardwired together. Below, we estimate the number of cells hardwired together and show that the percentage of cells hardwired is small compared with the size of the network.

To estimate how many cells may be hardwired together in the neocortex, we consider the number of pyramidal cell axons that an AP can travel through when somata are hyperpolarized and all controllable connections are blocked. Uniform somatic hyperpolarization is most easily achieved during the slow-oscillation seen during anesthesia or slow-wave sleep. Moreover, VFOs seen during the upstate of the slow oscillation are greatly reduced during the down-state. This suggests that APs can propagate through controllable gap junctions during the up-state and cannot during the down-state of the slow oscillation. To estimate the number of cell axons APs may propagate through during the down-state, we compute two separate bounds: one for cell clusters producing VFOs when somata are hyperpolarized (\( N_{VFO} \)) and another for cell clusters that are not producing VFOs (\( N_{O} \)). Since we are concerned with cluster sizes, and a cell cannot both be in a cluster that is producing a VFO and not producing a VFO, our constraint is max\( (N_{VFO}, N_{O}) \).

Number of cells hardwired together that produce VFOs during somatic hyperpolarization. We estimated \( N_{VFO} \) based on the data presented in Grenier et al. (2001), which shows VFOs during the slow oscillation induced by ketamine-xylazine anesthesia. During these oscillations, the up-state and down-state of individual cells tend to be synchronized with the up and down states of the local field potential. Therefore, we may expect most somata to be hyperpolarized together during the down-state. Figure 5 of Grenier et al. (2001) shows the RA (the amplitude divided by the maximum amplitude observed) of VFOs vs. the somatic voltage of a single pyramidal cell during the slow oscillation. The relative amplitude is very low when somata are hyperpolarized but is not zero. If we assume that the VFO relative amplitude is above noise level, then how many cells could be participating in the VFO during the down-state? Here, we give a brief estimate of the number of cells generating a VFO during the down-state. A more thorough analysis is given in APPENDIX B.

The number of cells oscillating during the down state can be approximated by:

\[
N_{VFO} \approx RA_{min} \times m_{max}
\]

where \( RA_{min} \) in the minimum RA observed and \( m_{max} \) is the number of cells generating the maximum VFO amplitude. In Grenier et al. (2001; Fig. 5), it appears that \( RA_{min} \) can be as high as:

\[
N_{VFO} \approx RA_{min} \times m_{max}
\]
which is the amplitude corresponding to a somatic voltage of approximately \(-83\) mV. The number of cells generating the maximum VFO observed can be approximated by the number of pyramidal cells connected together in a large component of the axonal plexus generating the VFO. The depth electrodes in Grenier et al. (2001) were placed 0.8 – 1 mm underneath the pial surface, which should correspond to layer 5 according to Skoglund et al. (1996). While the depth electrodes were placed 1.5 mm apart in Grenier et al. (2001), their range is uncertain. However, activity generating the local field potential should fall within 1 mm\(^2\) (Katzner et al. 2009). We therefore make the following estimates: 1) number of cells in L5 under 1 mm\(^2\): 23,000 (Skoglund et al. 1996); 2) percentage of cells that are pyramidal in neocortex: approximately 85% (Beaulieu 1993); and 3) percentage of pyramidal cells in a large cluster: 2/3 (Traub et al. 1999).

Assuming that pyramidal cells electrically couple only to cells in the same layer (Gutnick et al. 1985), \(m_{\text{max}} = (2/3) \times 0.85 \times 23,000\) and

\[
N_{\text{VFO}} = 0.01 \times (2/3) \times 0.85 \times 23,000 \approx 130
\]

Number of cells hardwired together that do not produce VFOs during somatic hyperpolarization. How many cells must be hardwired together to produce VFOs? There are two different mechanisms for VFOs in an axonal plexus (Lewis and Rinzel 2000; Munro and Börgers 2010). Externally driven VFOs can occur if hundreds of axons are connected together, and there is a small amount of external stimulation [a stimulation rate of 2/s/cell will suffice; Traub et al. (1999)]. Reentrant VFOs can occur if there are cycles in the network with unidirectional propagation block (Lewis and Rinzel 2000; Munro and Börgers 2010). Relatively few cells are required to form cycles for reentrant VFOs vs. the number of cells needed to form a connected cluster large enough to produce externally driven VFOs. Therefore, we calculated the average number of cycles \((m_{\text{cy}})\) in a graph-theoretical network (see METHODS). As the probability that gap junctions form increases, the average number of cycles \((m_{\text{cy}})\) also increases. Recall that \(n_{\text{cy}}\) is the average size of the largest cluster when \(m_{\text{cy}} = 1\); On average, \(n_{\text{cy}}\) is the number of cells needed in a cluster to form a cycle.

The number of cycles in our network depends on the number of cells in a column \((n_{\text{col}})\), which can range from 3 to 20 cells per minicolumn (Mountcastle 1997; Rockland and Ichinohe
2004). Appendix C shows that when $p_{\text{intra}} = 5\%$, $n_{cy}$ is maximized when $n_{cy} = 20$. Figure 12 shows that when $p_{\text{intra}} = 0$ and $n_{cy} = 20$, collateral connections will form a cycle when there are $n_{cy} \approx 70$ cells in the largest cluster. Similarly, $n_{cy} \approx 63$ when $p_{\text{intra}} = 5\%$ and $n_{cy} = 3$. This means there can be up to $N_O \approx 70$ cells connected together by uncontrollable gap junctions without producing a VFO.

**Constraint on number of cells hardwired together.** Above, we found that the maximum number of axons firing at VFO frequencies during somatic hyperpolarization is $N_{\text{VFO}} \approx 130$, based on assumptions of the numbers of cells generating the local field potential and relative amplitudes of VFOs. We also found that the number of cells that can be connected together without producing a VFO is $N_O \approx 70$. Since $N_{\text{VFO}} > N_O$, the constraint on the number of cells hardwired together is $N_{\text{VFO}} \approx 130$.

**DISCUSSION**

Our simulations show that the somatic voltage can control AP propagation across gap junctions in the IS and main axon of neocortical pyramidal cells over a wide range of physiologically plausible gap junction conductances (Wang et al. 2010), while the somatic voltage cannot effectively control AP propagation from collaterals into the main axon. Since the relative amplitude of VFOs falls to $\sim 1\%$ when cells are hyperpolarized, our computations suggest that at most $\sim 130$ cells are hardwired together, at least in layer 5. This indicates that the subthreshold somatic voltage of pyramidal cells can effectively control AP propagation from the axonal plexus into its main axon by controlling AP propagation across IS and main axon gap junctions.

**Implications for Neocortical Computation**

Our results imply that neocortical pyramidal cell somata do not themselves have to generate action potentials to send spikes to axon terminals; all they have to do is depolarize. A pyramidal cell with a depolarized somatic voltage will forward any spike that is received from the axonal plexus orthodromically to its axon terminals and antidromically toward the soma. A cell with a hyperpolarized soma will block signals propagating from the axonal plexus. Therefore, neocortical pyramidal cells can send signals to postsynaptic cells simply by controlling their subthreshold somatic voltage.

Although we show that pyramidal cells are “hardwired” to at most $N_{\text{VFO}} \approx 130$ other pyramidal cells, the actual number of cells hardwired together may be much smaller. For instance, the constraint of 130 is based on the minimum relative amplitude $R A_{\text{min}} \approx 0.01$, which is an upper bound determined by visually inspecting the data in Grenier et al. (2001; Fig. 5). If we reduce $N_{\text{VFO}}$ so that $N_{\text{VFO}} < N_O$, then the constraint on how many axons may be hardwired together is $N_O \approx 70$. However, this is also an overestimate, since it is based on minicolumns with the maximum number of axons in each column and a random network. Random networks tend to have a few larger clusters, while all other clusters are very small. The sizes of clusters in the neocortex may be more uniform. Even if 130 pyramidal cell axons are hardwired so that, once one of them fires, they all fire regardless of somatic polarization, this number is still small compared with an estimated total of 20,000 layer 5 pyramidal cells participating in an axonal plexus in 1 mm$^2$ of neocortex. While we are not able to estimate the number of hardwired cells in all cortical layers, our results suggest that there is little “random” activity in the axonal plexus, uncontrolled by somatic voltage.

Because neocortical pyramidal cells can send signals to postsynaptic cells merely by somatic polarization, we hypothesize that pyramidal cell subthreshold activity may be more important than previously thought. Thus, while spiking activity may appear sparse, cells may be sending many signals to postsynaptic cells (Brech and Sakmann 2002; Crochet and Petersen 2006; Hromádka and Zador 2009; Margrie et al. 2002).

Spikelets may be an important form of subthreshold activity. Our simulations show a full AP or spikelet in the soma when an AP invades the main axon. A spikelet occurs if the AP fails to enter the main axon. This is in line with previous work connecting spikelets with axonal gap junctions in simulations (Draguhn et al. 1998) and experiment (Schmitz et al. 2001). This also agrees with experimental work in Mercer et al. (2006) where spikelets in a neocortical pyramidal cell lead to excitatory postsynaptic potentials in a postsynaptic cell. It is possible to see a somatic spikelet when no AP has invaded the main axon. In our simulations, we also saw spikelets when an AP fails to propagate across a gap junction that is close to the soma. Spikelets resulting from an AP failing to enter the soma antidromically or directly through a gap junction look very similar (as shown in Fig. 10). However, one may be able to detect the difference between these two conditions because junctions close to the soma may have a high coupling coefficient, as shown in Wang et al. (2010). In experiments, it is also possible to see spikelets from basal dendrites (Milojkovic et al. 2005). However, spikelets originating from basal dendrites lack the afterhyperpolarization seen in spikelets originating from axons (Schmitz et al. 2001). Therefore, studying spikelet and other subthreshold activity may give a broader picture of neocortical processing.
Cells can form assemblies simply by depolarizing together. Figure 3 (see Methods) illustrates a cluster of cells connected by gap junctions. If all cells in the cluster depolarize together and one of them fires, then they all effectively fire as a unit. Depolarized cells form local cell assemblies on a millisecond time scale. Moreover, chemical synapses onto the soma and dendrites can affect neural processing by changing the sub-threshold somatic voltage, while large assemblies may occur during synchronized up-states as seen in slow-wave sleep. In previous models of an axonal plexus (Lewis and Rinzel 2000, 2001; Munro and Börgers 2010; Traub et al. 1999), large networks of axons with a small amount of stimulation produce VFOs. Therefore, if a large group of cells depolarizes together, then their axons may produce VFOs, sending a tetanic signal to postsynaptic cells. Such large assemblies may be important for learning, as tetanic stimulation is associated with long-term potentiation (Teskey and Valentine 1998; Tsumoto 1990).

Because we can constrain the number of cells hardwired together by gap junctions, our results suggest that gap junction conductance is regulated so that AP propagation across gap junctions is controllable. Gap junctions are regulated in many ways in other parts of the brain and throughout the body (Goodenough and Paul 2009; Sutor and Hagerty 2005). It is even possible for a cell to regulate the coupling coefficient of a gap junction throughout its lifetime (Parker et al. 2009).

Implications for Epilepsy

In our model, AP propagation from gap junctions on collaterals cannot effectively be controlled by the somatic voltage. Thus, if gap junctions on collaterals form a cycle in the axonal plexus, then APs may propagate around that cycle regardless of somatic voltage. At the same time, APs can easily be blocked in one direction along a cycle where a collateral meets the main axon, as is illustrated in Fig. 13. Once there is an AP traveling in one direction along a cycle, it would generate reentrant VFOs that cannot be blocked by somatic hyperpolarization. These persistent reentrant VFOs would provide continual tetanic stimulation to postsynaptic cells, which may lead to epilepsy according to the kindling model (Bertram 2007).

Extra uncontrollable gap junctions may result from axonal sprouting (Salin et al. 1995) or lesions cut at certain angles (Gutnick et al. 1985). Animal models of posttraumatic epilepsy show extensive axonal sprouting (Pitkänen and McIntosh 2006; Salin et al. 1995). Temporal lobe epilepsy has been linked to lesions in the brain (Chang and Lowenstein 2003; Chevassus-au-Louis et al. 1999; Engel 1996; Salazar et al. 1985; Scharfman 2008). A close connection between fast ripples (VFOs >150 or 250 Hz, depending on the species) and temporal lobe epilepsy was shown experimentally in Bragin et al. (2002, 2004). Fast ripples may, in fact, be reentrant VFOs, as APs traveling around cycles in a network can generate very high frequency oscillations in simulations (Munro and Börgers 2010). Clinically, fast ripples and VFOs are associated with the seizure onset zone (Engel et al. 2009; Staba et al. 2004b; Traub et al. 2005b; Urrestarazu et al. 2007; Worrell et al. 2004, 2008) and seizure initiation (Grenier et al. 2003; Traub 2003; Traub et al. 2010). If lesions induce VFOs through axonal sprouting, then our results may explain why temporal epilepsy behaves similarly to the kindling model for epilepsy (Bertram 2007).

Relation to Other Work

Other studies on the effect of somatic voltage on AP propagation in axons include the following: Debanne et al. (1997); Munro and Börgers (2010); and Shu et al. (2006, 2007b). Our previous work (Munro and Börgers 2010) shows that the somatic voltage affects AP propagation across gap junctions in a simplified axon model. Shu et al. (2006, 2007b) show that somatic depolarization affects AP shape in the axon with respect to a slowly inactivating $K^+$ current with a time scale of 2.3 s. While AP shape influences propagation in general, these currents would not come into play in the axonal plexus unless cells are depolarized for a prolonged period of time, which is unlikely during normal neocortical processing and slow-wave sleep. Prolonged periods of depolarization may occur during seizures, and then these currents may influence activity in the axonal plexus. Experiments in Debanne et al. (1997) show that the history of the somatic voltage affects AP propagation in hippocampal pyramidal cells by means of an A-type potassium [$K(A)$] current. However, neocortical pyramidal cell axons are not reported to have a $K(A)$ current and AP propagation does not appear to be history dependent in neocortical pyramidal

Fig. 13. Scenario showing how reentrant activity can occur when connections on collaterals form a 2-cell cycle. Above are 2 cell reconstructions. Scenario is as follows: 1) cell 1 fires and an AP travels down its axon and across the 2 gap junctions on its collaterals. 2) AP propagating through gap junction $A$ is ultimately blocked because the collateral at $C$ is much thinner than the main axon. 3) AP propagating through gap junction $B$ invades the main axon of cell 2 because the collateral and main axon at $D$ are about the same size. Note that, if both APs invaded the main axon of cell 2, then they would annihilate each other. However, since the AP at $C$ was blocked, 4) the AP at $D$ propagates up the main axon and into the collateral at $C$. This AP then continues to propagate into cell 1 and around the cycle formed by the collaterals.
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cells (Cox et al. 2000; Koester and Sakmann 2000; Shu et al. 2006).

All of our results are based on the geometry of neocortical axons and how they may be coupled together by gap junctions to form an axonal plexus. Since we based our models entirely on neocortical data, they may not apply to other areas of the brain. In particular, our results may not apply to the hippocampus, where the main axon may be unmeyelinated for some distance below the soma and main axons as well as collaterals run roughly parallel to each other. Therefore, gap junctions connecting unmeyelinated axons may be too far away from the soma to be controlled by the somatic voltage. In this arrangement, control may be mediated through other means.

While axonal gap junctions may explain the presence of VFOs, an alternative hypothesis is that VFOs are generated by synchronous firing of interneurons (Stacey et al. 2009; Ylinen et al. 1995). However, VFOs are unaffected when GABAergic transmission is blocked (Nimmrich et al. 2005; Roopun et al. 2010; Staba et al. 2004a), while they are consistently reduced by gap junction blockers (Cunningham et al. 2004; Nimmrich et al. 2005; Roopun et al. 2010). There is evidence that interneurons do not fire at VFO frequencies during VFOs (Roopun et al. 2010). Moreover, interneurons are most likely to synchronize at VFO frequencies though gap junctions formed by Cx36. However, when Cx36 is removed genetically, VFOs persist in vivo (Buhl et al. 2003; Hormuzdiz et al. 2001) and in vitro (Hormuzdiz et al. 2001; Maier et al. 2002) but are still blocked by gap junction blockers (Hormuzdiz et al. 2001), suggesting that VFOs depend on gap junctions not formed by Cx36.

Axonal gap junctions were first postulated to explain fast spikelets (on the order of a few milliseconds) seen in hippocampal pyramidal cell somata. These spikelets were confirmed to originate from axonal gap junctions through simulations (Draguhn et al. 1998) and experiment (Schmitz et al. 2001). Fast spikelets are seen in neocortical pyramidal cells as well (Cunningham et al. 2004; Steriade et al. 1993). These spikelets differ from spikelets originating from basal dendrites in that dendritic spikelets are not as prominent when triggered synaptically (Acker and Antic 2009; Milojkovic et al. 2005) and may have a slower time scale than when they originate from a gap junction (Gansert et al. 2007; Nadim and Golowasch 2006). The spikelets shown in Cunningham et al. (2004); Steriade et al. (1993) are also all-or-none events that are sensitive to the somatic voltage, which is in line with our results for axonal gap junctions.

Limitations of the Model

While the findings of our model are robust with respect to the parameters we considered, there are many other details that could be explored further. For instance, we used only standard Hodgkin-Huxley Na⁺ and K⁺ conductances, while axons may have many other currents (Debanne 2004; Shu et al. 2006, 2007b). We varied g_{Na} and g_{K} together, while g_{K} may affect excitability in its own right. While modest changes in the somatic leak conductance did not significantly change the results, larger changes may affect AP propagation more and could provide alternate boundaries for the window of control. We did not take myelination into account, which may affect AP propagation from a collateral into the main axon. There may also be other means of control that we are not currently aware of, such as neuromodulators, pH, and glial cells.

While our network model uses realistic parameters, it is still drastically simplified. For example, in the neocortex minicolumns do not form a perfectly regular hexagonal grid, and there is heterogeneity in the number of cells in a column. The network connections are largely random, and the distribution of gap junctions among cells is largely unknown.

Axons are very thin, which brings the accuracy of the diameters reported in the 3D cell reconstructions into question. We inquired of each laboratory whether diameter was taken into account in their reconstructions. We excluded those reconstructions that did not account for diameter from our analysis of AP propagation. Out of the reconstructions we used to analyze AP propagation, diameters reported were often below 1 μm with one or two significant digits. Therefore, diameters were probably rounded to the nearest digit or whole fraction of 1 μm. Since our results on AP propagation from axon collaterals rely on the heterogeneity of axon diameters, and diameter rounding would reduce the heterogeneity, we expect our results to hold if more accurate diameters are used.

There may be more overlap between windows of control for AP propagation from collaterals if other conductances are used. The windows of control produced with conductances from Schmidt-Hieber et al. (2008) overlapped slightly more than the ones produced with conductances from Traub et al. (2005a).

Summary

We have shown that pyramidal cell depolarization enables APs to cross gap junctions in the IS and main axon, while hyperpolarization blocks APs at IS and main axon gap junctions. While the somatic voltage may not effectively control AP propagation from all axon collaterals and across some IS and main axon gap junctions, the number of pyramidal cells hardwired together is limited. Therefore, neocortical pyramidal cells may send signals to postsynaptic cells simply by depolarizing. Groups of cells depolarized together may form cell assemblies, and large assemblies can supply tetanic stimulation to postsynaptic cells. Too many uncontrollable connections may lead to abundant uncontrolled VFOs, kindling postsynaptic cells which may lead to epilepsy. Although the modeled network has limitations, it presents plausible mechanisms for control within an axonal plexus, thus opening the possibility for richer methods of neural coding.

APPENDIX A: GAP JUNCTION CONDUCTANCES REPORTED IN EXPERIMENT

In our model, the window of control contains the IS default g_{Na} for gap junction conductances of 10–24 nS. Here, we relate these conductances to the results reported in Wang et al. (2010). In Wang et al. (2010), the subthreshold coupling coefficient (CC) has a mean and standard deviation of 54 ± 27%, with a range of 20%–93%. To compute coupling coefficients for our model, we set the somatic leak conductance to g_{L} = 2 × 10^{-5} S/cm². This yields an input resistance of 131 MΩ, which more accurately reflects the input resistance of cells recorded in Wang et al. (2010) since they were in quiescent slices.

Figure A1 shows the coupling coefficients computed with our model for a range of gap junction conductances. The mean coupling
Suppose the field potential at time \( j \) (\( v_j \)) is composed of two time series:

\[
v_j = w_j + X_j,
\]

where \( w_j \) is deterministic and \( X_j \) is random with mean 0 and standard deviation \( \sigma \). The amplitude of the time series \( \{v_j\}_{j=0}^{N-1} \) at frequency \( 2\pi k \) is \( \sqrt{E(\hat{v}_k^2)} \) where

\[
E(\hat{v}_k^2) = \left| \hat{v}_k \right|^2 + \sigma^2
\]

and \( \hat{v}_k = \sum_{j=0}^{N-1} v_j e^{-i 2\pi kj/N} \) is the discrete Fourier transform (Munro and Borgers 2010). Let \( M \) be the total number of cells that produce the field potential, \( m \) of which are firing at frequency \( 2\pi k \) while the rest have noisy membrane potentials. Let \( v_{\ell,j} = w_{\ell,j} + X_{\ell,j} \) be the extracellular field potential next to the \( \ell \)th cell at time \( j \). [See Murakami et al. (2002) for a quantitative assessment on how the membrane potential relates to the extracellular field potential.] The field potential at time \( j \) may be approximated by:

\[
v_j = \frac{1}{M} \sum_{\ell=1}^{M} v_{\ell,j} = \frac{1}{M} \sum_{\ell=1}^{m} w_{\ell,j} + \frac{1}{M} \sum_{\ell=m+1}^{M} X_{\ell,j}
\]

and so

\[
E(\hat{v}_k^2) = \left| \frac{1}{M} \sum_{\ell=1}^{m} \hat{w}_{\ell,k} \right|^2 + \text{var} \left( \frac{1}{M} \sum_{\ell=m+1}^{M} X_{\ell,j} \right).
\]

Assuming that the amplitudes of the oscillating cells (\( \{w_{\ell,k}\} \)) are all the same:

\[
E(\hat{v}_k^2) = \frac{\left| \frac{1}{M} \sum_{\ell=1}^{m} \hat{w}_{\ell,k} \right|^2}{M^2} = \frac{1}{M^2} \sum_{\ell=1}^{m} \hat{w}_{\ell,k} \hat{w}_{\ell,k}^\ast = \frac{1}{M^2} \sum_{\ell=1}^{m} \left| \hat{w}_{\ell,k} \right|^2
\]

Likewise, assuming that all noisy cells have the same variance (\( \sigma_t \)):

\[
\text{var} \left( \frac{1}{M} \sum_{\ell=m+1}^{M} X_{\ell,j} \right) = \frac{1}{M^2} \sum_{\ell=m+1}^{M} \text{var}(X_{\ell,j}) = \frac{1}{M^2} \sum_{\ell=m+1}^{M} \sigma_t^2 = \frac{M - m}{M^2} \sigma_t^2.
\]

Thus the expected amplitude at frequency \( 2\pi k \) is:

\[
\sqrt{E(\hat{v}_k^2)} = \sqrt{\frac{m^2}{M^2} \left| \hat{w}_{\ell,k} \right|^2 + \frac{M - m}{M^2} \sigma_t^2}.
\]

Suppose there are \( m_{\text{max}} \) cells firing at frequency \( 2\pi k \) when the maximum VFO amplitude is observed and \( \sigma_t = \alpha \left| \hat{w}_{\ell,k} \right| \), then the relative amplitude is:

\[
RA = \sqrt{\frac{\left| \hat{w}_{\ell,k} \right|^2 + \frac{M - m_{\text{max}}}{M^2} \sigma_t^2}{\left| \hat{w}_{\ell,k} \right|^2 + \frac{M - m_{\text{max}}}{M^2} \sigma_t^2}} = \sqrt{\frac{m^2 + \alpha^2 (M - m)}{m^2_{\text{max}} + \alpha^2 (M - m_{\text{max}})}.
\]  

\[ (B1) \]

We can then interpret a relative amplitude at “noise level” to be the value of \( RA \) when \( m = 0 \).
Estimate of \( N_{\text{VFO}} \) Based on RA

Our results show that cell hyperpolarization blocks gap junctions between IS and main axons. This means that RA should decrease with the somatic voltage until all controllable gap junctions are blocked when \( V_s \) reaches a threshold voltage \( V_{\text{min}} \). Once the somatic voltage of all cells falls below \( V_{\text{min}} \), the relative amplitude of VFOs will reach a minimum, \( RA_{\text{min}} \). The higher \( RA_{\text{min}} \) is, the higher the possible number of cells participating in a VFO when cells are hyperpolarized. In Grenier et al. (2001; Fig. 5), it appears that \( RA_{\text{min}} \) can be as high as approximately 0.01, which is the amplitude corresponding to \( V_{\text{min}} \) approximately equal to \(-83\%\).

To estimate \( m_{\text{min}} \), the number of cells firing at VFO frequencies when \( RA = RA_{\text{min}} \), we first solve Eq. 1.1 for \( m \):

\[
m = \frac{\epsilon^2}{\alpha^2 + 2\epsilon^2} = 4\left(\frac{\alpha^2 R A_{\text{max}}^2 m_{\text{max}}^2 + \alpha^2 m_{\text{min}}^2}{m_{\text{min}}^2}ight)
\]

and estimate \( M \) and \( m_{\text{max}} \). We first estimate \( M \). The depth electrodes in Grenier et al. (2001) were placed 0.8–1 mm under the pial surface, which may correspond to layer 5 according to Skoglund et al. (1996). While the depth electrodes were placed 1.5 mm apart in Grenier et al. (2001), their range is uncertain. However, activity generating the local field potential should be within 1 mm² (Katzner et al. 2009). Therefore, we estimate that \( M \) ranges from the number of cells in layer 5 underneath 1 mm² of cortex (23,000; Skoglund et al. 1996) to all cells underneath 1 mm² or cortex (133,000; Skoglund et al. 1996). We now estimate the range of \( m_{\text{max}} \). Since ~85% of cells in the rat somatosensory cortex are pyramidal cells (Beaulieu 1993), there are ~0.85 × 23,000 = 19,550 pyramidal cells in layer 5 under 1 mm² of cortical surface. Assuming that pyramidal cells electrically couple only to cells in the same layer (Gutnick et al. 1985), this means that there can be up to 19,500 cells participating in an axonal plexus. At least 30% of pyramidal cells may contribute to the maximum VFO amplitude, since Steriade et al. (1993) found that 30% of pyramidal cells display spikelets during slow oscillations. At the same time, at most 2/3 of pyramidal cells are likely to contribute to the maximum amplitude, since ~2/3 of cells participated in a VFO for the model in Traub et al. (1999) where the rate of connectivity may have been overestimated (Gutnick et al. 1985). Thus we estimate \( m_{\text{max}} \) to range from (0.3)19,550 to (2/3)19,550. Figure B1 shows values for \( m_{\text{min}} \) with these values of \( M \) and \( m_{\text{max}} \), \( RA = RA_{\text{min}} \), and \( \alpha \) ranging from 0 to 1. Over all of these parameters, \( m_{\text{min}} \) can range from 0 to 130 cells.

**Fig. B1.** Estimates for \( m_{\text{min}} \) show that the maximum number of cells that may participate in a VFO when cells are hyperpolarized is ~130. These values for \( m_{\text{min}} \) are calculated assuming that \( M \) and \( m_{\text{max}} \) are at the extremes of their estimated range. Largest values of \( m_{\text{min}} \) occur for higher values of \( m_{\text{max}} \) when \( \alpha \approx 0 \).

Therefore, our bound on the number of cells participating in a VFO during cell hyperpolarization is \( N_{\text{VFO}} \approx 130 \).

**APPENDIX C: PROBABILITY OF FORMING CYCLES DECREASES WITH \( N_{\text{CC}} \) AND \( p_{\text{inter}} \)**

**Probability of Two Axons Connecting**

Here, we derive the probability of two axons forming a gap junction on their collaterals based on the total length of each axon. If there are two axons in a slab of cortical tissue, one that is \( L_i \) mm long and one that is \( L_j \) mm long, what is the probability that they are connected by a gap junction? Consider each axon broken into \( r_i \) and \( r_j \) sections, respectively, with length \( \ell \) each. We model \( p_{\ell} \), the probability that two sections (one from each axon) are connected as:

\[
p_{\ell} = p_{\ell}^{r_i} = p_{\ell}^{r_j} = p_{\ell}^{L_i} = p_{\ell}^{L_j},
\]

given \( 0 < \ell \ll 1 \) and \( p \) is the probability that 2-μm sections of axon will find each other in the cortical slab and form a gap junction. The probability that none of the sections are connected is:

\[
(1 - p_{\ell})^{L_i L_j} = (1 - p_{\ell})^{L_j} = (1 - p_{\ell})^{L_i} = (1 - p_{\ell})^{L_i L_j}.
\]

Taking the limit as \( \ell \to 0 \), we obtain:

\[
\lim_{\ell \to 0} (1 - p_{\ell})^{L_i L_j} = \lim_{\ell \to 0} (1 - p_{\ell}^{L_i}) = \lim_{\ell \to 0} (1 - p_{\ell}^{L_j}) = \lim_{\ell \to 0} (1 - p_{\ell}^{L_i L_j}) = \lim_{\ell \to 0} (1 - p_{\ell}^{L_i} p_{\ell}^{L_j}) = \alpha = e^{-p L_i L_j}.
\]

Therefore the probability that there is at least one connection between axons \( i \) and \( j \) is:

\[
p_{i,j} = 1 - e^{-p L_i L_j} = f(p).
\]

If we Taylor expand \( p_{i,j} = f(p) \) about 0, then:

\[
p_{i,j} = f(0) + f'(0)p + \frac{f''(0)}{2}p^2 + \cdots
\]

\[
= 1 - 1 + L_i L_j p - \frac{(L_i L_j)^2}{2} p^2 + \cdots
\]

\[
= L_i L_j p
\]

if \( p \ll 1/(L_i L_j) \).

**Estimating \( d \), the Average Degree of a Cell**

To estimate \( d \), the expected average degree (or number of connections) of a cell, we first focus on the expected degree of one particular cell. Suppose that cell 0 has length \( L_0 \). Cells can form an IS/MA gap junctions with probability \( p_{\text{inter}} \) to any other cell within the...
same column. Cells can form a collateral gap junction connection to any other cell within $r_c$ units on the hexagonal grid. Let $M$ be the total number of potential neighbors within reach of cell 0. Suppose that each potential neighbor has a different length: $L_1, L_2, \ldots, L_M$. If we can take the approximation $p_{i,j} \approx p_{\text{intra}}$, then the expected average degree of cell 0 ($d_0$) is:

$$
d_0 \approx p_{\text{intra}}(n_{ce} - 1) + pL_1 + pL_2 + \cdots + pL_M
$$

$$
= p_{\text{intra}}(n_{ce} - 1) + pL_1 \sum_{k=1}^{M} L_k.
$$

Therefore, an approximation for $d$ is:

$$
d = E(d_0) \approx p_{\text{intra}}(n_{ce} - 1) + pE(L_0) \sum_{k=1}^{M} E(L_k)
$$

$$
= p_{\text{intra}}(n_{ce} - 1) + pL_1 \sum_{k=1}^{M} L
$$

$$
= p_{\text{intra}}(n_{ce} - 1) + p(LM) = p_{\text{intra}}(n_{ce} - 1) + pL^2M.
$$

The estimates $d \approx [p_{\text{intra}}(n_{ce} - 1) + pL^2M]$ and $p_{i,j} \approx pL_j$ are reasonable if $p \ll 1/(L_0L_j)$ or $pL_j \ll 1$. If we set

$$
p = (d_w - p_{\text{intra}}(n_{ce} - 1))/(L^2M) \quad \text{(C1)}
$$

where $d_w$ is the desired expected degree, then what is the maximum value for $pL_jL_j$? The number of cells per column can range from 3 to 20 cells (Mountcastle 1997; Rockland and Ichinose 2004). A simple calculation shows that $M = 3r_c/r_c + 1)n_{ce} + n_{ce} - 1$. This means that $M$ can range from 812 to 5,419 cells. The maximum value of $pL_jL_j$ over all values of $p$, $L_j$, $L_j$, and $M$ is 0.0065 when $d_w = 1$. Since we are interested in finding cycles when there is no large cluster, we choose $d_w \ll 1$ (Chung and Lu 2002). Therefore, if we set $p$ according to Eq. C1 above, then $d \approx [p_{\text{intra}}(n_{ce} - 1) + pL^2M] = d_w$ is a reasonable estimate for the expected average degree. We use this estimate as the expected average degree for the rest of our calculations.

**Finding a Cycle Through a Branching Process**

Here, we justify the assumption that the probability of forming a cycle is minimized when $n_{ce} = 20$ and $p_{\text{intra}} = 0$, given that clusters are the same size. First, we derive a formula for $g(n_{ce}, p_{\text{intra}})$, which represents the probability of forming a cycle in terms of $n_{ce}$ and $p_{\text{intra}}$ assuming a given fixed average degree $d$. We derive $g(n_{ce}, p_{\text{intra}})$ under one assumption. Let $C$ be a cell in a cluster whose connections we are determining. Let $\beta$ be the ratio of cells in the cluster within $r_c$ of $C$ out of the total number of cells in the cluster. We assume that $\beta$ is constant as $M$ increases (see Fig. C1). Then we show that $g(n_{ce}, p_{\text{intra}})$ is minimized when $n_{ce} = 20$ and $p_{\text{intra}} = 0$. Finally, we confirm that cluster sizes are maximized when $p_{\text{intra}} = 0$ and $n_{ce} = 20$. Thus, as $(n_{ce}, p_{\text{intra}})$ approaches (20, 0), the probability of forming a cycle decreases while cluster sizes increase.

We first fix $d$ by setting

$$
p = (d_w - p_{\text{intra}}(n_{ce} - 1))/(L^2M)
$$

with $d_w$ fixed, the probability that two cells, $i$ and $j$, will connect if they are in different columns as a function of $n_{ce}$ is

$$
p_{i,j} = 1 - e^{-pL_j} = 1 - \exp\left(-\frac{d_{i,j}}{L_j^2}\right) = 1 - \exp\left(-\frac{p_{\text{intra}}(n_{ce} - 1)L_j}{L_j}\right)
$$

where $L_i$ is the length of cell $i$ and $L_j$ is the length of cell $j$. The probability that cells $i$ and $j$ will connect if they are in the same column is $p_{i,j} = 1 - e^{-pL_j}$. We form a cluster in the network by first choosing a random cell $A$. For each of $A$’s possible neighbors, $j$, we connect cells $A$ and $j$ with probability $p_{A,j}$. Then, we determine the connections for every neighbor of $A$, $B$, by connecting possible neighbors of $B$, $k$, with probability $p_{B,k}$. We repeat the process for neighbors two steps away from $A$’s neighbors’ neighbors, three steps away from $A$, and so on. Meanwhile, we keep a list of all the cells connected to $A$ through this cluster. We continue this process until $I$.) If we connect a cell to potential neighbor that is already listed, or 2) there are no more new cells to connect. If we connect a cell to a potential neighbor that is already listed, then we form a cycle.

In determining the connections of any cell $C$ (with the exception of the first cell $A$), there is a chance that we may connect cell $C$ to a cell that is already listed. Suppose $Y$ cells are already listed and that $BY$ of those cells are potential neighbors of $C$. Then the probability that cell $C$ with length $L_c$ will connect to one of the cells already listed is:

$$
g(n_{ce}, p_{\text{intra}}) = 1 - \prod_{j=1}^{Y} \left(1 - p_{C,j}\right)
$$

$$
= 1 - \prod_{j=1}^{n_{ce} - 1} \left(1 - p_{C,j}\right) e^{-pL_cL_j} \prod_{j=n_{ce}}^{Y} e^{-pL_cL_j}
$$

$$
= 1 - \left(1 - p_{\text{intra}}\right) e^{-pL_cL_j} \prod_{j=1}^{n_{ce} - 1} e^{-pL_cL_j}
$$

$$
= 1 - \exp\left(-p_{\text{intra}}(n_{ce} - 1)\right) \prod_{j=1}^{n_{ce} - 1} e^{-pL_cL_j}
$$

The length of cell $C$, $L_c$, is fixed with respect to $n_{ce}$. By assumption, $\beta$ does not change with $n_{ce}$, either (see Fig. C1). However, the lengths of cells already on the list ($L_0$) and the total number of cells on the list ($Y$) may change with $n_{ce}$ and $p_{\text{intra}}$. To address this, we calculate the expected length of a listed cell $E[L_j | \text{cell } j \text{ is listed}]$ and the expected length of the list $E[Y]$ as a function of $n_{ce}$ and $p_{\text{intra}}$. To calculate $E[L_j | \text{cell } j \text{ is listed}]$, let $T$ be the total number of cell lengths to choose from. Then:
Therefore, the expected degree of a cell that is already listed is:

\[
P(L_j = \ell_j \text{ cell } j \text{ is listed}) = P(L_j = \ell_j \text{ and cell } j \text{ is listed})
\]

\[
= P(\text{cell } j \text{ is listed} \mid L_j = \ell_j)P(L_j = \ell_j)
\]

\[
= \sum_{k=1}^{T} P(\text{cell } j \text{ is listed} \mid L_j = \ell_k)P(L_j = \ell_k)
\]

\[
= \left(1 - e^{-pL_{\ell_k}} \right) \frac{1}{T} \sum_{k=1}^{T} \left(1 - e^{-pL_{\ell_k}} \right)
\]

\[
= \sum_{k=1}^{T} \left(1 - e^{-pL_{\ell_k}} \right)
\]

and

\[
E[Y] = \sum_{i=1}^{T} \ell_i P(L_i = \ell_i \text{ cell } j \text{ is listed})
\]

\[
= \sum_{i=1}^{T} \sum_{k=1}^{T} \ell_i \left(1 - e^{-pL_{\ell_k}} \right)
\]

\[
= \sum_{i=1}^{T} \left(1 - e^{-pL_{\ell_i}} \right)
\]

To calculate \(E[Y]\), we first calculate the expected degree of a random cell as a function of \(n_{cc}\) and \(p_{\text{intra}}\). The expected degree of a random cell 0 with length \(L_0\) is:

\[
d_0 = p_{\text{intra}}(n_{cc} - 1) + p_{\text{intra}} \sum_{k=1}^{M} L_k
\]

\[
= p_{\text{intra}}(n_{cc} - 1) + \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} \sum_{k=1}^{M} L_k
\]

\[
= p_{\text{intra}}(n_{cc} - 1) + \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} \frac{1}{M} \sum_{k=1}^{M} L_k
\]

\[
= p_{\text{intra}}(n_{cc} - 1) + \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} L_0
\]

Therefore, the expected degree of a cell that is already listed is:

\[
E[\text{degree of listed cell}] = E[d_0 \mid \text{ cell } 0 \text{ is listed}]
\]

\[
= p_{\text{intra}}(n_{cc} - 1) + \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} E[L_j \mid \text{ cell } j \text{ is listed}]
\]

According to Newman (2003), the average number of neighbors \(m\) steps away from \(A\) is:

\[
z_m = \left[ \frac{E[\text{degree of listed cell}]}{E[\text{degree of any cell}]} \right]^{m-1} E[\text{degree of any cell}]
\]

\[
= \left[ \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} \right]^{m-1} d
\]

Thus the expected number of cells on the list when we are \(n\) steps away from \(A\) is:

\[
E[Y] = 1 + \sum_{m=1}^{n} z_m
\]

\[
= 1 + \sum_{m=1}^{n} \left(1 - \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} \right)^m
\]

Substituting \(E[L_j \mid \text{ cell } j \text{ is listed}]\) for \(L_j\) and \(E[Y]\) for \(Y\) in Eq. 3, we have:

\[
g(n_{cc}, p_{\text{intra}}) \approx 1 - \exp \left[ (n_{cc} - 1) \ln(1 - p_{\text{intra}}) \right] - \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} \sum_{j=1}^{M} E[L_j \mid \text{ cell } j \text{ is listed}]
\]

\[
= 1 - \exp \left[ (n_{cc} - 1) \ln(1 - p_{\text{intra}}) \right] - \frac{d - p_{\text{intra}}(n_{cc} - 1)}{L} L_0 E[Y] E[L_j \mid \text{ cell } j \text{ is listed}]
\]

Fig. C2. \(h(n_{cc}, p_{\text{intra}})\) and \(E[Y]\) are maximized when \(n_{cc} = 20\) and \(p_{\text{intra}} = 0\). Calculations are made with weights from the layer 5 cell reconstructions, \(d = 1\), \(\beta = 1\), and \(L_0\) is chosen randomly (\(L_0 = 104\)). \(n\) stands for the number of steps cell C is away from cell A in the branching process. A: \(h(n_{cc}, p_{\text{intra}})\) increases with \(n_{cc}\) when \(p_{\text{intra}} = 0\). B: \(h(n_{cc}, p_{\text{intra}})\) increases as \(p_{\text{intra}}\) decreases. A and B imply that the maximum \(h(n_{cc}, p_{\text{intra}})\) is reached when \(n_{cc} = 20\) and \(p_{\text{intra}} = 0\). C: \(E[Y] - Y_0\) when \(p_{\text{intra}} = 0\), where \(Y_0\) is the value of \(E[Y]\) when \(n_{cc} = 3\). We can see that \(E[Y]\) marginally increases with \(n_{cc}\) when \(p_{\text{intra}} = 0\). D: \(E[Y]\) increases as \(p_{\text{intra}}\) decreases. This implies that cluster sizes are maximized when \(n_{cc} = 20\) and \(p_{\text{intra}} = 0\).
\[ F(Y) = \sum_{i \in C} \frac{1}{2} \exp(-\frac{n_i}{n_c} p_{\text{extra}}) \]

Figure C2 shows that the function \( h(n_{\text{exc}}, p_{\text{extra}}) \) in maximized when \( n_{\text{exc}} \) is high and \( p_{\text{extra}} = 0 \). Since \( g(n_{\text{exc}}, p_{\text{extra}}) \) is minimized when \( h(n_{\text{exc}}, p_{\text{extra}}) \) is maximized, the probability of connections from cell \( C \) forming a cycle are minimized when \( n_{\text{exc}} = 20 \) and \( p_{\text{extra}} = 0 \) when \( d \) is fixed. Figure 17 also shows that \( E[Y] \) is also maximized when \( n_{\text{exc}} = 20 \) and \( p_{\text{extra}} = 0 \). This means that cluster sizes for fixed \( d \) are maximized when \( n_{\text{exc}} = 20 \) and \( p_{\text{extra}} = 0 \). Therefore, the number of cells required in a cluster to form a cycle is maximized when \( n_{\text{exc}} = 20 \) and \( p_{\text{extra}} = 0 \).
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