Trace fear conditioning enhances synaptic and intrinsic plasticity in rat hippocampus
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Song C, Detert JA, Sehgal M, Moyer JR Jr. Trace fear conditioning enhances synaptic and intrinsic plasticity in rat hippocampus. J Neurophysiol 107: 3397–3408, 2012. First published March 21, 2012; doi:10.1152/jn.00692.2011.—Experience-dependent synaptic and intrinsic plasticity are thought to be important substrates for learning-related changes in behavior. The present study combined trace fear conditioning with both extracellular and intracellular hippocampal recordings to study learning-related synaptic and intrinsic plasticity. Rats received one session of trace fear conditioning, followed by a brief conditioned stimulus (CS) test the next day. To relate behavioral performance with measures of hippocampal CA1 physiology, brain slices were prepared within 1 h of the CS test. In trace-conditioned rats, both synaptic plasticity and intrinsic excitability were significantly correlated with behavior such that better learning corresponded with enhanced long-term potentiation (LTP; \( r = 0.64, P < 0.05 \)) and a smaller postburst afterhyperpolarization (AHP; \( r = -0.62, P < 0.05 \)). Such correlations were not observed in pseudotrained rats, whose physiological data were comparable to those of poor learners and naive and chamber-exposed control rats. In addition, acquisition of trace fear conditioning did not enhance basal synaptic responses. Thus these data suggest that within the hippocampus both synaptic and intrinsic mechanisms are involved in the acquisition of trace fear conditioning.

learning and memory; long-term potentiation; excitability; afterhyperpolarization; spike-frequency adaptation; brain slice

PAVLovian fear conditioning paradigms are used extensively to study the neurobiology of learning and memory (see Doyere et al. 2007; Fanselow and Poulos 2005; LeDoux 2000; Moyer and Brown 2006). In these paradigms, a neutral conditioned stimulus (CS) is paired with an aversive unconditioned stimulus (US), which evokes an unconditioned response (UR). Paired CS-US presentations result in the generation of a learned or conditioned response (CR). Subtle variations in the temporal relationship between the CS and US can dramatically impact which brain structures are necessary for learning the CS-US relationship. For example, in the delay fear paradigm, the CS precedes and temporally overlaps with the US, and acquisition of delay fear conditioning requires intact amygdala and brain stem structures (for review see LeDoux 2000). However, in the trace paradigm, a stimulus-free trace interval is interposed between CS offset and US onset, which significantly changes the brain circuitry required for learning—in addition to the amygdala, medial temporal lobe and higher cortical structures are now required for learning (Gilmartin and Helmstetter 2010; Kholodar-Smith et al. 2008; McEchron et al. 1998; Quinn et al. 2002). Thus trace fear conditioning is an excellent paradigm for studying learning- and memory-related changes in higher-order brain regions, including hippocampus.

Bidirectional modification of synaptic efficiency through long-term potentiation (LTP) and long-term depression (LTD) is thought to underlie the cellular basis of certain types of learning and memory (Bear and Abraham 1996; Dudek and Bear 1993; Lynch 2004). For example, field potential recordings performed in brain slices from rabbits that learned trace eyelink conditioning revealed a learning-specific, time-dependent enhancement of baseline synaptic responses in CA1 evoked by Schaffer collateral stimulation (e.g., Power et al. 1997). Interestingly, this enhancement of synaptic transmission was only observed in slices prepared 1 h (but not 24 h) after learning (Power et al. 1997). Likewise, field recordings from the hippocampus of freely moving animals suggest that acquisition of trace eyelink (e.g., Gruart et al. 2006) or fear conditioning (e.g., Doyere et al. 1995) is accompanied by a facilitation of basal synaptic transmission. In each case these LTP-like changes could be observed within 1 h after learning, and suggest that an LTP-like change can occur during certain learning tasks but that this change is transient and not observed 24 h later. Interestingly, studies have also demonstrated that, after learning, LTP induction is facilitated (Barnes 1979; Boric et al. 2008; Gruart et al. 2006). One possible explanation for enhanced synaptic plasticity during learning involves alterations to the intrinsic excitability of hippocampal neurons. Numerous studies have demonstrated that learning enhances intrinsic neuronal excitability, as evidenced by a reduced postburst afterhyperpolarization (AHP) and a decrease in spike-frequency adaptation (Kaczorowski and Disterhoft 2009; McKay et al. 2009; Moyer et al. 1996; Oh et al. 2003; Saar et al. 1998). This enhancement of intrinsic neuronal excitability may contribute to memory consolidation (Moyer et al. 1996; Thompson et al. 1996), promote subsequent learning (Zelcer et al. 2006), and facilitate LTP induction (Kramar et al. 2004; Sah and Bekkers 1996). Conversely, failure to modulate intrinsic neuronal excitability is associated with slower acquisition of hippocampus-dependent learning tasks, such as trace eyelink and contextual fear conditioning in adult animals, as well as learning deficits both in normal aging (Kaczorowski and Disterhoft 2009; Moyer et al. 2000) and in a mouse model of Alzheimer disease (Kaczorowski et al. 2011b).

To date, no studies have evaluated synaptic and intrinsic changes during or after trace fear conditioning. The present study combined trace fear conditioning with intracellular and extracellular recordings in hippocampus to investigate both intrinsic excitability and synaptic plasticity in rats as a function...
of associative learning. The data suggest that acquisition of trace fear conditioning increases intrinsic excitability and facilitates LTP in hippocampus.

MATERIALS AND METHODS

Subjects

Subjects were 51 adult male F344 rats (4.1 ± 0.1 mo). Rats were maintained in an Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC)-accredited facility on a 14:10-h light-dark cycle and housed individually with free access to food and water. All rats were handled at least 1 wk prior to experiments. Procedures were conducted in accordance with protocols reviewed and approved by the University of Wisconsin-Milwaukee animal care and use committee (ACUC) and National Institutes of Health guidelines.

Apparatus

Fear conditioning chambers. Trace fear conditioning was conducted in a Plexiglas and stainless steel chamber (30.5 × 25.4 × 30.5 cm; Coulbourn Instruments, Whitehall, PA) located in a sound-attenuating box. The chamber had a standard grid floor consisting of 26 parallel steel rods (5-mm diameter and 6-mm spacing). The floor was connected to a precision adjustable shock generator (Coulbourn Instruments) for delivery of a scrambled foot shock US. Within the sound-attenuating box, a ventilation fan produced a constant background noise of ~58 dB (measured by a sound level meter, A scale; model no. 33-2050, Realistic, Fort Worth, TX). The chamber was illuminated by a miniature incandescent white lamp (28 V, type 1819) and was wiped with a 5% ammonium hydroxide solution prior to each training session. During training, the room lights were left on (illumination 20.9 lux) for the entire session.

CS testing chambers. An additional Plexiglas and stainless steel chamber served as a novel context for the auditory cue test. This chamber was located within a separate sound-attenuating box located in the same room. The test chamber was physically different from the training chamber in that it had a curved wall, the floor was black-painted Plexiglas (instead of grid bars), and it was illuminated with an infrared light. In addition, the tray below the test chamber floor contained clean bedding and the test chamber was wiped with 2% acetic acid prior to each test session to provide an olfactory stimulus different from that used during training. The room lights were turned off (illumination 0.2 lux) for the entire testing session.

Behavioral Training

Rats received one 10-trial session of auditory trace fear conditioning (n = 15) using a 15-s CS (80-dB white noise) followed by a 30-s trace interval (stimulus-free period) and a 1-s foot shock US (1 mA). A long (5.2 min ± 20%) intertrial interval was used to maximize CS and minimize context (i.e., training chamber) conditioning (Detert et al. 2008). Control rats were pseudoconditioned (explicitly unpaired CS and US presentations with no stimulus presented >2 consecutive times; n = 11), chamber exposed (placed in the training chamber for the same amount of time as conditioned rats without receiving any stimulus; n = 4), or experimentally naive (never exposed to the training or testing chambers; n = 21). To assess learning, the amount of time spent freezing during the baseline, the CS, and the 30-s trace interval following CS offset in conditioned and pseudoconditioned rats was measured (see analysis below). A PC running FreezeFrame 2.04 (Actimetrics Software, Coulbourn Instruments) controlled the delivery of all stimuli during training and testing.

Behavioral Testing

Twenty-four hours after training, trace-conditioned and pseudoconditioned rats received a brief CS test session in a novel context. After a 2-min baseline, trace-conditioned and pseudoconditioned rats received two 15-s CS presentations with a 2.9-min intertrial interval. Rats were removed 2 min after the second CS presentation. To assess memory, the amount of time spent freezing during the baseline, the first CS, and the first trace interval (defined as the first 30 s after CS offset) was measured (see analysis below). The chamber-exposed rats were placed in the same novel context for the same amount of time but without any CS presentations.

Analysis of Behavioral Data

A remote CCTV video camera (model no. WV-BP334; Panasonic, Suzhou, China), mounted to the top of each behavioral chamber, was used to record the activity of each rat during training and testing. The video data were fed to a PC running FreezeFrame 2.04. Data were analyzed with FreezView 2.04 (Actimetrics Software, Coulbourn Instruments), and a 1-s bout of immobility was scored as freezing. Freezing was defined as the absence of all movement except that required for respiration (Blanchard and Blanchard 1969). Analyses of freezing during the probe test revealed that both conditioned and pseudoconditioned rats froze little during baseline [10.7 ± 3.8% and 6.9 ± 2.6%, respectively; F(1,24) = 0.58, P = 0.46] and during the first CS presentation [4.2 ± 2.0% and 1.1 ± 0.5%, respectively; F(1,24) = 1.57, P = 0.22] but froze much more during the trace interval [53.3 ± 7.2% and 36.0 ± 8.7%, respectively; F(1,24) = 2.13, P = 0.16]. To correlate learning ability with synaptic plasticity and intrinsic excitability, trace-conditioned rats were divided into good learners and poor learners according to behavioral performance during the CS test. Rats that froze more than 2 SD above the mean of chamber-exposed rats (9.7 ± 33.3%) were defined as good learners (n = 8), and those below were defined as poor learners (n = 7). Throughout the study, freezing during the first CS-alone trial was presented because it best reflects the trace-conditioned fear memory as a result of conditioning trials on the previous day and as a function of a low level of baseline freezing without being confounded by prior CS presentation (Phillips and LeDoux 1992, 1994; Smith et al. 2007).

Slice Preparation

Brain slices were prepared within 1 h of the test session by an individual blind to training condition. Rats were deeply anesthetized with isoflurane and decapitated. The brain was quickly removed and placed in ice-cold oxygenated (95% O2-5% CO2) artificial cerebrospinal fluid (aCSF; composition in mM: 124 NaCl, 2.8 KCl, 1.25 NaH2PO4, 2 MgSO4, 2 CaCl2, 26 NaHCO3, and 20 dextrose). The brain was then blocked, and horizontal brain slices (400 μm) were cut in aCSF at ~0°C with a temperature-controlled vibratome (model 3000, Vibratome, St. Louis, MO). The horizontal slices were located between −6.1 and −4.6 mm ventral to bregma, which corresponds to plates 104 through 110 of the rat stereotaxic atlas of Paxinos and Watson (1998). Anatomically, these slices are well within the dorsal hippocampus—defined as the septal two-thirds of the hippocampus (see Czerniaiowski et al. 2009; Moser and Moser 1998). Slices were then transferred to a holding chamber (Moyer and Brown 1998) containing oxygenated aCSF at room temperature (21–23°C). For experiments, slices were individually transferred as needed to an interface-type recording chamber (Warner Instrument, Hamden, CT), where they were perfused with oxygenated aCSF at 32°C for 1 h prior to starting an experiment.

Electrophysiological Recordings

All recordings were obtained with a MultiClamp 700B amplifier system (Molecular Devices, Union City, CA). Experiments were con-
trolled by pCLAMP 10 software (Molecular Devices) running on a
PC, and the data were acquired with the Digidata 1440A acquisition
system (Molecular Devices). All electrodes were pulled from thin-
walled capillary glass (A-M Systems, Carlsborg, WA) with a Sutter
Instruments P97 puller. For field potential recordings, voltage signals
were filtered at 2 kHz and digitized at 50 kHz. For intracellular
recordings, voltage signals were filtered at 0.5–2 kHz and digitized at
20 kHz. Figure 1A shows a photograph of a hippocampal slice with
typical extracellular recording, intracellular recording, and stimulation
sites noted.

Synaptic Plasticity Studies

Dendritic field excitatory postsynaptic potentials (fEPSPs) were
obtained from stratum radiatum of CA1 with aCSF-filled pipettes (R1;
see Fig. 1A) with resistances of 2–6 MΩ. Two concentric bipolar
stimulating electrodes (FHC, Brunswick, ME) were positioned in the
stratum radiatum, one on each side of the field electrode at a distance
of ~500 μm. The stimulating electrode closest to CA3 (S1) was used
as the test pathway (for inducing LTP) whereas the other stimulating
electrode (S2) was used as the control pathway to test for input
specificity (Fig. 1A). Input-output (I-O) curves were used to find the
stimulation intensity necessary to elicit an initial fEPSP slope that was
50% of the maximal fEPSP slope obtained in the absence of a
population spike (Fig. 1B). This stimulation intensity was then used
throughout the experiment. Although initial fEPSP slope is presented
throughout this report, fEPSP amplitude yielded similar results. After
a stable baseline was established for 10 min, LTP was induced in the
test pathway by delivering a single tetanic stimulation (100 Hz for 1
s) to S1. Both pathways were then monitored for at least 30 min by
delivering a single stimulus every 30 s (alternating every 15 s between
S1 and S2). For all analyses, fEPSP slope was expressed as percent
change from that observed during baseline, and LTP was reported as
the mean change in fEPSP slope during the last 2 min of the 30-min
posttetanic recording period. For all experiments, measurements from
multiple slices were averaged for each animal. The 30-min time frame
was selected because pilot data indicated that stable LTP was ob-
served within ~15 min following high-frequency stimulation, and the
amount of LTP did not differ when compared at 30, 45, or 60 min
[F(2,6) = 0.22, P = 0.7]. In addition, our pilot data demonstrated that
LTP was completely blocked by the N-methyl-D-aspartate (NMDA)
receptor antagonist 2-amino-5-phosphono pentanoic acid (AP-5, 50
μM, Sigma; data not shown).

Intrinsic Excitability Studies

Somatic intracellular recordings were obtained from CA1 pyrami-
dal neurons with sharp microelectrodes filled with 3 M potassium
acetate and 20 mM KCl (60–100 MΩ). Only cells with a stable resting
membrane potential (Vrest) more negative than −60 mV, overshooting
action potentials (APs), and an input resistance (Rinput) > 20 MΩ
were used (Moyer et al. 1996). To minimize the influence of voltage-
dependent changes on membrane conductances, all cells were studied
at rest and at a membrane potential near −65 mV (~0.3-nA constant-

Fig. 1. Hippocampal slice preparation used to study learning-related changes in
synaptic and intrinsic plasticity. A: photograph of hippocampal slice illustrat-
ing the location of stimulating electrodes for the test (S1) and control (S2)
pathways and the location of recording electrodes for field (R1) and sharp
intracellular (R2) recordings. Inset: representative photograph of a biocytin-
filled pyramidal neuron. Scale bar, 5 μm. B: representative and averaged
input-output (I-O) curves for extracellular field recordings. Top left: field
excitatory postsynaptic potentials (fEPSPs) of test pathway (S1, black) and
control pathway (S2, gray) were obtained by stimulating the Schaffer collat-
erals on either side of the recording electrode. The strength of synaptic
transmission was measured as the initial slope indicated between the 2 arrows.
Scale bar 0.5 mV, 100 ms) and the accompanying V-I plot used to measure Rinput. Arrow-
head shows peak voltage deflection (used in measuring the depolarizing sag),
and double arrows show steady-state voltage near the end of the current
injection.
current injection, if necessary). Neurons were recorded under current clamp according to the following protocol: 1) Voltage-current (V-I) relations were obtained with 400-ms current steps (range –1.0 to +0.2 nA) and plotting of the plateau voltage deflection against current amplitude. Neuronal $R_{\text{input}}$ was determined from the slope of the linear fit of that portion of the V-I plot where the voltage sweeps did not exhibit sags or active conductance. 2) The postburst AHP (3 ×, at 20-s intervals) was evoked with a 100-ms depolarizing current injection sufficient to elicit a burst of four APs. AHP amplitude, duration, and integrated area were measured. The AHP amplitude was measured at various times after current offset (see Fig. 5B). For group comparisons and correlations, the AHP amplitude at 0.3 s was used. AP characteristics were analyzed from the first AP evoked during the AHP measurements. AP amplitude (AP$_{\text{amp}}$) was measured relative to baseline, and AP width (AP$_{\text{width}}$) was measured at one-half the AP$_{\text{amp}}$. 3) Spike-frequency adaptation (accommodation; 3 ×, at 30-s intervals) was studied with a 1-s depolarizing current injection of the same stimulus intensity used to study the AHP. For each sweep, the number of APs elicited was counted. 4) $V_{\text{rest}}$ was calculated as the difference in membrane potential before and after withdrawal of the microelectrode from the cell. For statistical analyses, data were analyzed from individual cells, except for the correlation data, where neurons were averaged per rat.

**Biocytin Staining**

A subset of neurons was filled with biocytin to confirm the position and identity of pyramidal cells in the CA1 area. For these recordings, sharp electrodes were filled with 2% (wt/vol) biocytin dissolved in 1 M potassium acetate (80–120 MΩ). After stable $V_{\text{rest}}$ was obtained, biocytin was injected iontophoretically by using 300-ms, 800-pA depolarizing current pulses delivered every 600 ms for 10–20 min. Slices were permitted to recover in the recording chamber for 30 min after biocytin injection (adapted from Yankova et al. 2001) and were then fixed in 10% neutral-buffered formalin at 4°C for 1–3 days before further processing. To visualize hippocampal neurons labeled by biocytin, the slices were incubated with 1% NaBH$_4$ for 30 min and washed with 0.1 M PBS for 10 min (3 times). Slices were then incubated in 3% H$_2$O$_2$–10% methanol for 45 min and washed with PBS for 10 min (3 times), followed by 0.25% Triton X-100–2% BSA for 60 min and 2% BSA for 10 min. The slices were then incubated with 1:500 streptavidin Alexa Fluor 488 (Invitrogen) for 135 min in the dark and washed with PBS for 10 min (3 times), rinsed in dH$_2$O, incubated for 90 min in 10 mM CuSO$_4$, rinsed with dH$_2$O, and rinsed in PBS (15 min, 3 times). They were mounted onto slides, coverslipped with Ultra Cruz Mounting Medium (Santa Cruz Biotechnology, Santa Cruz, CA), and sealed with nail polish. The neurons were viewed under a fluorescence microscope (BX51WI, Olympus) at ×20 and photographed. A representative biocytin-filled hippocampal CA1 pyramidal neuron and the V-I relation are shown in Fig. 1.

**Statistical Analyses**

The overall treatment effects were examined by one-way ANOVA or paired t-tests with SPSS 13.0 (SPSS, Chicago, IL). A repeated-measures ANOVA was used to compare freezing levels across training trials and AHP across time for each group of rats. For significant main effects ($\alpha 0.05$), unless otherwise noted, a Fisher’s protected least significant difference (PLSD) test was used for post hoc comparisons. All data are expressed as means ± SE.

**RESULTS**

**Effects of Trace Fear Conditioning on Hippocampal Synaptic Plasticity**

To examine how acquisition of trace fear conditioning affects synaptic plasticity in hippocampus, rats received a probe test 24 h after conditioning, and then LTP experiments were conducted. Analysis of percent freezing during training indicated that both good and poor learners exhibited comparable levels of freezing throughout the training session (see Fig. 2A). The pseudoconditioned rats also expressed a similar pattern of freezing, presumably due to contextual fear acquisition (Amano et al. 2010).

When memory was tested 24 h later, freezing levels were comparably low during the 2-min baseline and the 15-s CS (see Fig. 2B). In contrast, a statistically significant group effect was observed during the 30-s trace interval following the CS offset [$F(2,23) = 12.11, P < 0.01$]. As illustrated in Fig. 2B, post hoc analyses indicated that good learners froze significantly more than both poor learners ($P < 0.001$) and pseudoconditioned rats ($P < 0.001$).

---

**Fig. 2.** Behavioral responses of trace fear-Conditioned and pseudoconditioned rats during training and testing. A: throughout training, good learners ($n = 8$), poor learners ($n = 7$), and pseudoconditioned rats ($n = 11$) froze at comparable levels during the trace interval. A repeated-measures ANOVA of % freezing revealed a significant main effect of training trials [$F(6,18,142.1) = 16.15, P < 0.01$; Greenhouse-Geisser corrected], group by training trial interaction [$F(12,4,142.1) = 1.95, P < 0.05$; Greenhouse-Geisser corrected], but no significant effect of group [$F(2,23) = 1.64, P = 0.22$]. B: during the probe test, good learners froze significantly more during the trace interval following offset of the conditioned stimulus (CS) than both poor learners and pseudoconditioned rats (**$P < 0.01$). Neither baseline nor CS freezing was significantly different between the 3 groups. Dashed line indicates the mean freezing of chamber-exposed control group.

---
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To evaluate the learning-specific effects of trace fear conditioning on synaptic plasticity, LTP was compared between brain slices prepared from naive rats, rats exposed to the training and testing chambers only (chamber-exposed), pseudoconditioned rats, poor learners, and good learners (Fig. 3). Two pathways were studied, but LTP was induced only in the test pathway. While all groups exhibited LTP in the test pathway, the good learners showed significantly enhanced LTP compared with the other groups \(F(4,46) = 5.13, P < 0.01\). In all groups, LTP was input specific because no changes were observed in the control pathway (see Fig. 3, inset). Interestingly, Fig. 4A shows that the amount of LTP observed in the hippocampus of the trace fear-conditioned rats was positively correlated \((r = 0.64, P < 0.05)\) with their behavioral performance. This correlation was learning specific because it was not observed in the pseudoconditioned rats \((r = -0.05, P = 0.88; \text{see Fig. 4B})\). Furthermore, acquisition of trace fear conditioning did not appear to alter basal synaptic transmission in the Schaffer collateral CA1 pathway—the average I-O curves did not differ between groups (for all individual intensities, \(P > 0.25\) in raw I-O curves; see Fig. 1B). In addition, the baseline fEPSP (measured prior to LTP induction, see MATERIALS AND METHODS) was not significantly different in slices taken from naive, chamber-exposed, or pseudoconditioned rats, poor learners, or good learners (see Table 1; \(F(4,46) = 0.40, P = 0.81\)). These data demonstrate that the enhanced synaptic plasticity following trace fear conditioning is learning specific and does not involve enhanced basal transmission.

**Effects of Trace Fear Conditioning on Hippocampal CA1 Intrinsic Neuronal Excitability**

Intracellular recordings revealed a significant reduction of the postburst AHP in good learners compared with poor learners and pseudoconditioned, chamber-exposed, and naive rats (see representative traces in Fig. 5A and average values in Fig. 5B). The AHP amplitude was measured at different time points following offset of the somatic current injection (from 50 ms to 3 s). A repeated-measures ANOVA showed that good learners had significantly smaller AHPs than the other groups \(\text{main effect of group, } F(4,52) = 4.77, P < 0.01\). There was also a significant effect of time point \(\text{within-subject effect, } F(2,0,103.8) = 210.9, P < 0.001\); Greenhouse-Geisser corrected) and a group by time point interaction \(F(8.0,103.8) = 3.36, P < 0.01\); Greenhouse-Geisser corrected. Follow-up analyses using a one-way ANOVA revealed that from 0.1 s to 2 s after current offset, a statistically significant group effect on AHP amplitude was observed (all values, \(P < 0.01\)). Post hoc comparisons confirmed that the AHP was significantly smaller in CA1 neurons from good learners compared with those from poor learners and pseudoconditioned, chamber-exposed, and naive rats \((P < 0.05; \text{see Fig. 5B})\). Our findings indicate that successful acquisition of trace fear conditioning results in a significant decrease in the amplitude of the postburst AHP of hippocampal CA1 neurons. Similar findings were also observed during analysis of the area and duration of the postburst AHP (Table 2).

Percent freezing during the CS test was negatively correlated with the amplitude, area, and duration of the AHP in trace fear-conditioned rats, such that better behavioral performance was associated with a smaller AHP (Fig. 6A). In contrast, percent freezing during the CS test was not significantly correlated with the amplitude, area, or duration of the AHP in CA1 neurons from pseudoconditioned rats (Fig. 6B). The significant correlation between behavioral performance and the AHP in trace fear-conditioned but not pseudoconditioned rats further demonstrates that the enhancement of intrinsic excitability after trace fear conditioning is learning specific.

In addition to altering the size and duration of the postburst AHP, trace fear conditioning also altered spike-frequency adaptation (or accommodation), another index of intrinsic neuronal excitability. To quantify spike-frequency adaptation, the somatic current injection used to study the AHP was extended to deliver a 1-s depolarizing current injection and the number of APs was counted. Accommodation was significantly reduced after acquisition of trace fear conditioning \(F(3.52) = 5.62, P < 0.01; \text{see Fig. 5C and Table 2}\). Post hoc analysis revealed that CA1 neurons from good learners fired significantly more APs in response to the prolonged current injection than those from poor learners \((P < 0.05)\), pseudoconditioned rats \((P < 0.01)\), chamber-exposed rats \((P < 0.05)\), or naive rats \((P < 0.01; \text{see Table 2})\). Similar reductions in spike-frequency adaptation have been reported in hippocampal neurons after acquisition of other hippocampus-dependent tasks (e.g., see McKay et al. 2009; Moyer et al. 1996, 2000; Thompson et al. 1996).

![Fig. 3. Acquisition of trace fear conditioning enhanced Schaffer collateral to CA1 synaptic plasticity. One train of high-frequency stimulation (100 Hz, 1 s), delivered at time 0 (upward arrow) was used to induce long-term potentiation (LTP) in slices from all groups. Slices from good learners showed significantly enhanced LTP compared with poor learners or pseudoconditioned, chamber-exposed, or naive rats (\(P < 0.01\)). Poor learners showed LTP that was comparable to the other 3 control groups. Inset: representative fEPSP waveforms before (gray) and 30 min after (black) LTP induction. Scale bar, 1 mV, 10 ms.](http://jn.physiology.org/doi/10.1152/jn.00692.2011/fig3.png)
The present study demonstrates that acquisition of trace fear conditioning results in learning-specific changes in hippocampal synaptic plasticity and intrinsic excitability. The use of a single, brief CS test revealed that trace fear memory was correlated with hippocampal intrinsic excitability as well as synaptic plasticity in the same animals. Recordings in brain slices from rats that were classified as good learners revealed not only a learning-specific facilitation of LTP but also a learning-specific reduction in both the postburst AHP and spike-frequency adaptation. These data suggest that both intrinsic excitability and synaptic plasticity are integrally involved in shaping the efficiency of hippocampal processing during acquisition of trace fear conditioning.

Acquisition of Trace Fear Conditioning Is Correlated with Synaptic Plasticity

Percentage of time spent freezing in trace fear-conditioned rats was positively correlated with synaptic plasticity (Fig. 4). Although this is the first report of a learning-related enhancement in synaptic plasticity following trace fear conditioning, these data are consistent with other in vivo or in vitro synaptic plasticity studies using other hippocampus-dependent learning paradigms. For example, in adult rats the magnitude of LTP in hippocampus was strongly correlated with behavioral performance in the Morris water maze (Boric et al. 2008). Similarly, in vivo recordings from hippocampal CA1 neurons in behaving mice demonstrated that LTP induced during (but not before) trace eyeblink conditioning lasted longer and was more resistant to extinction-induced depotentiation (Gruart et al. 2006). Other manipulations that either impair or enhance learning have also resulted in a corresponding impairment or enhancement of LTP. For example, not only did mice exposed to environmental enrichment perform better in hippocampus-dependent contextual fear conditioning but also hippocampal slices from these animals exhibited greater LTP (e.g., Duffy et al. 2001). Conversely, exposure to stress resulted in both impaired hippocampal LTP and impaired retention of spatial learning in the Morris water maze (e.g., Kim et al. 2001). The present finding of a positive correlation between acquisition of trace fear conditioning and amount of hippocampal LTP suggests that the enhanced synaptic plasticity is learning specific. This is supported by the fact that hippocampal LTP was highest in the good learners whereas LTP in the poor learners was comparable with the other control groups (Fig. 3). Furthermore, although some of our pseudoconditioned rats exhibited high levels of freezing following CS offset, LTP was not...
significantly correlated with freezing levels in pseudoconditioned rats (Fig. 4B). Other studies have observed high freezing levels in pseudoconditioned rats following CS offset (e.g., Gilmartin and Helmstetter 2010; Majchrzak et al. 2006). Since trace interval freezing (i.e., freezing following CS offset) is of particular interest in trace fear conditioning studies, care should be taken to minimize post-CS freezing in pseudoconditioned animals (for further discussion of this topic see Smith et al. 2007). That LTP was not correlated with freezing in our pseudoconditioned rats suggests that the relatively high freezing levels observed in some of these animals did not result from hippocampal plasticity. Taken together, these data sug-

Table 2. Summary of learning-related changes in CA1 neurons after trace fear conditioning

<table>
<thead>
<tr>
<th>Group (no. of rats)</th>
<th>Amplitude, mV</th>
<th>Duration, s</th>
<th>Area, mV·s</th>
<th>Accommodation, no. of action potentials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive (12)</td>
<td>−4.82 ± 1.50 (18)</td>
<td>3.13 ± 0.17 (18)</td>
<td>−5.56 ± 1.55 (18)</td>
<td>6.8 ± 0.5 (18)</td>
</tr>
<tr>
<td>Chamber exposed (3)</td>
<td>−5.22 ± 0.46 (6)</td>
<td>3.29 ± 0.33 (6)</td>
<td>−6.25 ± 0.80 (6)</td>
<td>7.8 ± 0.4 (6)</td>
</tr>
<tr>
<td>Pseudo (10)</td>
<td>−5.85 ± 0.52 (16)</td>
<td>3.57 ± 0.21 (16)</td>
<td>−7.43 ± 0.74 (16)</td>
<td>6.3 ± 0.4 (16)</td>
</tr>
<tr>
<td>Poor learners (5)</td>
<td>−4.89 ± 0.85 (8)</td>
<td>3.05 ± 0.26 (8)</td>
<td>−5.88 ± 1.00 (8)</td>
<td>7.8 ± 0.8 (8)</td>
</tr>
<tr>
<td>Good learners (6)</td>
<td>−2.64 ± 0.54 (9)*†</td>
<td>2.10 ± 0.22 (9)*†</td>
<td>−2.85 ± 0.81 (9)*†</td>
<td>10.0 ± 0.8 (9)*†</td>
</tr>
</tbody>
</table>

Data are means ± SE for no. of cells in parentheses. AHP, afterhyperpolarization. For AHP amplitude: significantly different from all controls (*poor learners, P < 0.05; †naive, chamber exposed, and pseudo, P < 0.01). For AHP duration: significantly different from all controls (*poor learners, P < 0.05; †naive, chamber exposed, and pseudo, P < 0.01). For AHP area: significantly different from all controls (*naive, chamber exposed, and poor learners, P < 0.05; †pseudo, P < 0.01). For accommodation: significantly different from all controls (*poor learners and chamber exposed, P < 0.05; †naive and pseudo, P < 0.01).
gest that acquisition of trace fear conditioning facilitates synaptic plasticity in hippocampal neurons in a learning-specific manner.

**Acquisition of Trace Fear Conditioning Is Correlated with Intrinsic Excitability**

Trace fear conditioning induced a learning-specific increase in the intrinsic excitability of CA1 pyramidal neurons, which was due to reductions in the postburst AHP and spike-frequency adaptation (Fig. 5). Furthermore, the percentage of time spent freezing in the trace fear-conditioned rats was negatively correlated with the amplitude, area, and duration of the postburst AHP (see Fig. 6A). The fact that these correlations were not observed in neurons recorded from pseudoconditioned rats (see Fig. 6B) further supports the idea that these intrinsic changes were learning specific and not a general result of the training or testing procedures.

Numerous studies have investigated intrinsic plasticity following learning with both invertebrate and vertebrate preparations (for reviews, see Disterhoft and Oh 2006; Zhang and Linden 2003). Our observed AHP reductions following trace fear conditioning are reminiscent of intrinsic plasticity in CA1 observed after acquisition of trace eyeblink conditioning (e.g., de Jonge et al. 1990; Moyer et al. 1996; Oh et al. 2009). Furthermore, a recent study by McKay et al. (2009) reported reduced AHPs in CA1 neurons from rats that received three trials of trace fear conditioning. Although the present data also showed reduced AHPs after trace fear conditioning, one major

### Table 3. Properties of CA1 neurons that do not change after trace fear conditioning

<table>
<thead>
<tr>
<th>Group (no. of rats)</th>
<th>$V_{rest}$, mV</th>
<th>$R_{input}$, MΩ</th>
<th>AP$_{amp}$, mV</th>
<th>AP$_{width}$, ms</th>
<th>Sag, mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive (12)</td>
<td>$-68.6 \pm 0.8$ (18)</td>
<td>$38.9 \pm 2.1$ (18)</td>
<td>$90.4 \pm 0.8$ (18)</td>
<td>$1.03 \pm 0.01$ (18)</td>
<td>$5.9 \pm 0.5$ (18)</td>
</tr>
<tr>
<td>Chamber exposed (3)</td>
<td>$-66.3 \pm 2.1$ (6)</td>
<td>$38.4 \pm 4.1$ (6)</td>
<td>$88.2 \pm 2.7$ (6)</td>
<td>$1.00 \pm 0.02$ (6)</td>
<td>$6.1 \pm 0.7$ (6)</td>
</tr>
<tr>
<td>Pseudo (10)</td>
<td>$-68.9 \pm 1.0$ (16)</td>
<td>$42.5 \pm 2.1$ (16)</td>
<td>$90.4 \pm 0.8$ (16)</td>
<td>$1.04 \pm 0.03$ (16)</td>
<td>$5.8 \pm 0.4$ (16)</td>
</tr>
<tr>
<td>Poor learners (5)</td>
<td>$-69.7 \pm 2.2$ (8)</td>
<td>$46.2 \pm 3.5$ (8)</td>
<td>$89.0 \pm 1.6$ (8)</td>
<td>$1.08 \pm 0.05$ (8)</td>
<td>$7.4 \pm 0.9$ (8)</td>
</tr>
<tr>
<td>Good learners (6)</td>
<td>$-70.5 \pm 2.0$ (9)</td>
<td>$41.8 \pm 3.5$ (9)</td>
<td>$88.4 \pm 0.8$ (9)</td>
<td>$1.00 \pm 0.04$ (9)</td>
<td>$5.6 \pm 0.5$ (9)</td>
</tr>
</tbody>
</table>

Data are means ± SE for no. of cells in parentheses. $V_{rest}$, resting membrane potential; $R_{input}$, input resistance; AP, action potential; AP$_{amp}$, AP amplitude; AP$_{width}$, AP half-width.

Fig. 6. Acquisition of trace fear conditioning is correlated with intrinsic excitability. The % freezing during the CS test session was significantly correlated with the amplitude, area, and duration of the postburst AHP in trace fear-conditioned (A; gray, poor learners; black, good learners) but not pseudoconditioned (B) rats. The postburst AHP amplitude was measured at 300 ms after current offset, and the neurophysiological data from each neuron were averaged to obtain the mean value of the AHP for that animal.
difference between the two studies is the number of training trials. The present study used 10 training trials and found that freezing during the test session was significantly correlated with the size of the AHP, and that this correlation was observed in trace fear-conditioned but not pseudoconditioned rats (see Fig. 6). In contrast, McKay and colleagues used very few training trials and demonstrated the labile nature of these learning-related AHP reductions through the use of three extinction trials. Although rats did not receive an extinction session in the present study, our prior work suggests that extinction does not begin to emerge until at least three or more CS presentations (see Fig. S1 of Kaczorowski et al. 2011a). Thus our use of two test trials did not obscure our ability to observe learning-related changes in CA1 excitability—we observed reduced AHPs in CA1 neurons from trace fear-conditioned but not pseudoconditioned rats.

Our studies employed a brief CS test session in order to relate freezing behavior to measures of hippocampal physiology. This test, although essential for getting a read-out of fear memory, is also likely to engage brain mechanisms associated with the well-described phenomenon of reconsolidation (for review, see Nader et al. 2000). Much has been learned about the cellular and molecular mechanisms of reconsolidation (e.g., Clem and Huganir 2010; Miller and Marshall 2005; Nader and Einarsson 2010), but exactly how this process may influence our observed electrophysiological changes is unclear and beyond the scope of the present study. Although we cannot rule out an important influence of this CS test, we believe it is unlikely that our use of a brief test session substantially influenced our electrophysiological measurements for several reasons. First, using rats that received a test session 1 h prior to slice preparation, Quirk and colleagues (Santini et al. 2008) demonstrated electrophysiological changes in prefrontal neurons—changes that could be reversed by an interposed extinction session. Thus the only variable was the presence of an extinction session, as all rats received the same test session prior to slice preparation. Similarly, Restivo and colleagues (2009) demonstrated changes in spine density in hippocampal neurons after context fear conditioning—changes that were independent of whether the rat received a test session or not. Perhaps the most compelling data come from a study by McKay and colleagues (2009), who demonstrated that changes in the intrinsic excitability of CA1 neurons after trace fear conditioning were similar between rats that did and those that did not receive a test trial prior to slice preparation. Taken together, these data suggest that acquisition of trace fear conditioning enhances intrinsic plasticity in a learning-specific manner.

**Putative Interaction Between Synaptic and Intrinsic Plasticity During Learning**

The present study found that acquisition of trace fear conditioning induced both an increase in the intrinsic excitability of CA1 neurons and a facilitation of LTP. The observed enhancement of LTP following acquisition of trace fear conditioning can be accomplished in a variety of ways. First, drugs or other treatments that reduce the AHP have been found to facilitate the induction of LTP. For example, the adrenergic agonist isoprenaline reduces the slow AHP and converts short-term potentiation (STP) into LTP (Sah and Bekkers 1996). Similarly, pharmacological stimulation of metabotropic glutamate receptors reduces the AHP of hippocampal CA1 neurons (Cohen and Abraham 1996) and also facilitates LTP induction, without affecting basal synaptic transmission (Cohen et al. 1999). Thus the AHP may act as an adjustable gain control where larger AHPs (or even the presence of the AHP) can shunt synaptic inputs (Sah and Bekkers 1996). Indeed, a recent study demonstrated that the larger postsynaptic AHP observed in aged CA1 neurons significantly impairs synaptic throughput in a frequency-dependent manner (Gant and Thibault 2009).

Second, enhancement of synaptic plasticity can also be achieved by downregulation of transient A-type K\(^+\) channels. These transient K\(^+\) channels are highly expressed in distal dendrites and shape AP backpropagation through the dendrites. Furthermore, pharmacological downregulation or deletion of A-type K\(^+\) channels has been associated with an enhancement of both dendritic excitability and LTP (Chen et al. 2006; Hoffman and Johnston 1998). Third, LTP can be enhanced by application of brain-derived neurotrophic factor (BDNF). BDNF facilitates LTP induction (e.g., Figurov et al. 1996) by enhancing intrinsic excitability (reduced AHP), which involves the activation of small-conductance Ca\(^{2+}\)-activated K\(^+\) (SK2) channels in hippocampal neurons (Kramar et al. 2004).

Another line of evidence illustrating an interaction between synaptic stimulation and intrinsic plasticity comes from a recent report demonstrating that intrinsic plasticity can be induced independent of synaptic plasticity. For example, Barkai and colleagues (Cohen-Matsliah et al. 2010) recorded from CA1 pyramidal neurons and demonstrated that high-frequency synaptic stimulation (e.g., 20 stimuli at 50 Hz), which alone was incapable of inducing LTP, was able to cause a significant reduction of the postburst AHP. That we saw reduced AHPs in the absence of a significant alteration in baseline synaptic responses suggests the possibility that acquisition of trace fear conditioning may alter intrinsic neuronal excitability, which might then facilitate synaptic plasticity. Although this is highly speculative, support for this possibility comes from our within-animal analyses of the relationship between the size of the AHP and the amount of LTP. Figure 7 shows that there was a negative correlation between the size of the AHP and the amount of LTP such that hippocampal LTP was greater in animals whose CA1 neurons had smaller AHPs. This correlation was significant not only for the amplitude \(r = -0.38, P < 0.05; \text{Fig. 7A}\) but also for the area \(r = -0.41, P < 0.05; \text{Fig. 7B}\) and the duration \(r = -0.37, P < 0.05; \text{Fig. 7C}\) of the postburst AHP. Interestingly, if good learners are removed from the plots, the correlation is no longer significant (Fig. 7, dashed lines). Thus the data suggest that under baseline conditions (e.g., in the absence of learning-related changes), the AHP and LTP are not correlated. This correlation only emerges when there is a perturbation, such as a learning-related AHP reduction. Additional experiments, beyond the scope of this study, involving multiple time points (e.g., monitoring intrinsic and synaptic plasticity at different times throughout training) would be required to further address this complex relationship.

**Implications of Learning-Induced Synaptic and Intrinsic Plasticity**

The present study demonstrated an increase in both intrinsic excitability and synaptic plasticity in hippocampal CA1 neurons following trace fear conditioning. Our data (see also
review by Zhang and Linden 2003) suggest that both intrinsic and synaptic plasticity play important roles in trace fear learning. These are dynamic and time-dependent processes. For example, it is known from prior studies that learning can rapidly induce, within an hour, an LTP-like enhancement of synaptic transmission (Power et al. 1997; Rumpel et al. 2005; Whitlock et al. 2006), which has been shown to occlude subsequent induction of LTP. In hippocampus, this LTP-like enhancement of basal synaptic transmission has been shown to result from a rapid and transient delivery of AMPA receptors at activated synapses (see Whitlock et al. 2006). However, in contrast, this enhancement of basal synaptic transmission has not been consistently observed in hippocampus 24 h after learning (LoTurco et al. 1988; Power et al. 1997; Zelcer et al. 2006), suggesting that, at least in hippocampus, this learning-related LTP-like phenomenon is short lived. Furthermore, it has also been shown that intrinsic excitability is altered in hippocampus as early as 1 h after learning (Moyer et al. 1996; Thompson et al. 1996) and that this change persists for several days (Moyer et al. 1996; Thompson et al. 1996; Zelcer et al. 2006). Interestingly, it has recently been shown that synaptic activity, even activity that does not induce LTP, can cause a protein synthesis-dependent increase in intrinsic excitability, as measured by AHP reductions (Cohen-Matsliah et al. 2010). Thus it is possible (albeit speculative at this point) that as the animal learns the trace fear conditioning task, pairing of the CS and US transiently increases basal transmission at hippocampal synapses that leads to increased intrinsic excitability (e.g., a smaller AHP), and that this increased excitability contributes to our observed facilitation of LTP.

How does learning-induced intrinsic and synaptic plasticity impact further learning? Few studies have directly addressed this issue. However, a learning-related increase in CA1 excitability may facilitate learning of another hippocampus-dependent task. Support for this hypothesis comes from rule-learning studies, in which rats show an increased learning capacity in discriminating between new pairs of odors once they have learned to discriminate the first pair (Saar and Barkai 2003; Saar et al. 1998). In addition, odor discrimination also facilitates acquisition of hippocampus-dependent Morris water maze, but only within a brief time window of 1–2 days after rule learning, while the AHP is reduced (Zelcer et al. 2006). Thus learning-induced intrinsic and synaptic modifications of postsynaptic neurons are capable of facilitating subsequent learning. In contrast, prior training in trace eyeblink conditioning did not enhance learning of hippocampus-dependent Morris water maze; however, simultaneous training in both tasks facilitated trace eyeblink but not water maze learning (Kuo et al. 2006). Additional studies will be required to determine the extent to which intrinsic and/or synaptic changes following trace fear conditioning impact learning of other hippocampus-dependent learning tasks or whether learning of other tasks affects the acquisition of trace fear conditioning.

Conclusion

The present data are the first to demonstrate that trace fear conditioning is significantly correlated with both synaptic plasticity and intrinsic excitability in the hippocampus. Acquisition of trace fear conditioning enhanced intrinsic excitability and facilitated the induction of LTP in the absence of significant changes in basal synaptic transmission. These observations were learning specific because they were not observed in pseudoconditioned, chamber-exposed, or naive rats. In addition, there was a negative correlation between the size of AHP and the amount of LTP such that animals whose CA1 neurons had smaller AHPs tended to display greater LTP. Thus the data suggest a model whereby as acquisition occurs hippocampal intrinsic excitability increases, which then leads to a facilita-
tion of synaptic plasticity, which occurs during memory consolidation.
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