Binocular integration and disparity selectivity in mouse primary visual cortex
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Scholl B, Burge J, Priebe NJ. Binocular integration and disparity selectivity in mouse primary visual cortex. J Neurophysiol 109: 3013–3024, 2013. First published March 20, 2013; doi:10.1152/jn.01021.2012.—Signals from the two eyes are first integrated in primary visual cortex (V1). In many mammals, this binocular integration is an important first step in the development of stereopsis, the perception of depth from disparity. Neurons in the binocular zone of mouse V1 receive inputs from both eyes, but it is unclear how that binocular information is integrated and whether this integration has a function similar to that found in other mammals. Using extracellular recordings, we demonstrate that mouse V1 neurons are tuned for binocular disparities, or spatial differences, between the inputs from each eye, thus extracting signals potentially useful for estimating depth. The disparities encoded by mouse V1 are significantly larger than those encoded by cat and primate. Interestingly, these larger disparities correspond to distances that are likely to be ecologically relevant in natural viewing, given the stereo-geometry of the mouse visual system. Across mammalian species, it appears that binocular integration is a common cortical computation used to extract information relevant for estimating depth. As such, it is a prime example of how the integration of multiple sensory signals is used to generate accurate estimates of properties in our environment.

TO ENABLE ACCURATE ESTIMATES of behaviorally relevant properties of the environment, sensory systems integrate information from multiple sources. For example, in the visual system, signals from the left and right eyes are integrated to provide information about depth. In mammals, left and right eye signals first converge in primary visual cortex (V1). The different vantage points of the eyes create local spatial offsets in the retinal images, offsets known as binocular disparities. Binocular disparity changes with the depths of objects in the environment. Neurons that encode retinal image information relevant for estimating binocular disparity therefore provide information relevant for binocular depth perception (Barlow et al. 1967; Blakemore 1969; Hubel and Wiesel 1973; Joshua 1970; Nikara et al. 1968; Pettigrew et al. 1968). Binocular disparity selectivity can be observed in individual neurons; some binocular stimuli elicit large increases in responses, while others reduce responses, relative to monocular stimulation alone (Hubel and Wiesel 1962; Ohzawa and Freeman 1986; Pettigrew et al. 1968).

Disparity-selective binocular neurons have been reported in many animals, including carnivores and primates. Such neurons have not, however, been reported in rodents. In recent years, mice have become an increasingly important model for the study of visual processing and cortical plasticity. Genetic techniques are now available to dissect underlying circuitry and its emergence during development. Here, we report evidence that mice have binocular neurons strikingly similar to those underlying depth perception in other mammals.

Mouse V1 is comprised of two zones: the monococular zone, where individual neurons respond only to the contralateral eye, and the binocular zone, where neurons respond to stimulation of either eye (Dräger 1975; Kalatsky and Stryker 2003; Schuett et al. 2002; Wagar et al. 1980). To date, binocularity in rodent V1 has been characterized by measuring ocular dominance: the difference in spiking response strength elicited by stimulating each eye separately (Gordon and Stryker 1996; Hanover et al. 1999; Hofer et al. 2006; Hubel and Wiesel 1962; Mrseic-Flogel et al. 2007; Tagawa et al. 2005). Because ocular dominance is measured by independent stimulation of each eye, it does not reveal the nature of binocular integration. It is therefore unknown whether mouse V1 neurons integrate binocular information that could provide a basis for stereoscopic depth perception (Huberman and Niell 2011).

Mouse binocularity may be unrelated to binocular disparity selectivity and may reflect the use of independent signals from each eye to improve signal detection (Anderson and Movshon 1989; Legge 1984; Pardhan and Rose 1999; Simpson et al. 2009). Our records, however, are inconsistent with the hypothesis that binocularity exists solely to improve signal detection. Rather, our records indicate that binocular neurons in mouse V1 are selective for binocular disparity. A detailed comparison of mouse and cat disparity selectivity reveals that mouse neurons are modulated less by binocular disparity. A simple threshold-linear model based on monocular responses alone accounts for much of the binocular responses in both mouse and cat V1 simple cells. These recordings demonstrate that a common pattern of binocular integration occurs in V1 across mammalian species.

METHODS

Physiology. Physiological procedures for mouse recordings were based on those previously described (Tan et al. 2011). All our experiments were conducted with adult C57BL/6 mice (age 5–8 wk). Mice were anesthetized with intraperitoneal injection of either 50–80 mg/kg pentobarbital sodium (n = 7) or 1,000 mg/kg urethane (n = 7) and with intramuscular injection of 10 mg/kg chlorpromazine; the dose of pentobarbital sodium or urethane was adjusted during the procedure to eliminate the pedal withdrawal reflex. Brain edema was prevented by intraperitoneal injection of 20 mg/kg dexamethasone. Animals were warmed with a thermostatically controlled heat lamp to maintain body temperature at 37°C. A tracheotomy was performed. The head was placed in a mouse adaptor (Stoelting), and a craniotomy and duratomy were preformed over visual cortex. Mouse eyes were kept moist with either frequent application of artificial tears or a thin layer of silicone oil. V1 was located and mapped by multunit extracellular recordings with Parylene-coated tungsten electrodes.
(Micro Probe). The boundaries of V1 and V2 were identified by the characteristic gradient in receptive locations (Dräger 1975; Ménin et al. 1988). The binocular zone of V1 was located by identifying receptive fields in the center of the binocular visual field and verifying by stimulating contralateral and ipsilateral eyes independently (Gordon and Stryker 1996). Eye drift under urethane anesthesia is typically small and results in a change in eye position of <2°/h (Samaïk et al. 2013).

The physiological procedures for cat experiments were based on those previously described (Tan et al. 2011). Briefly, anesthesia was induced with ketamine (5–15 mg/kg) and acepromazine (0.7 mg/kg) followed by intravenous administration of a mixture of propofol and sufentanil. Once a tracheotomy was performed the animal was placed in a stereotaxic frame for the duration of the experiment. Recording stability was increased by suspending the thoracic vertebrae from the stereotaxic frame and performing a pneumothoracotomy. Eye drift was minimized with intravenous infusion of vecuronium bromide. Anesthesia was maintained during the course of the experiment with continuous infusion of propofol and sufentanil (6–9 mg·kg\(^{-1}\)·h\(^{-1}\) and 1–1.5 \(\mu\)g·kg\(^{-1}\)·h\(^{-1}\), respectively). Body temperature, electrocardiogram, EEG, CO\(_2\), blood pressure, and autonomic signs were continuously monitored and maintained. The nictitating membrane was retracted with phenylephrine hydrochloride, and the pupils were dilated with topical atropine. Contact lenses were inserted to protect the corneas. Supplementary lenses were selected by direct ophthalmoscopy to focus the display screen onto the retina.

**Extracellular recordings.** Extracellular electrodes (1–2 MΩ, Micro Probes) were advanced into cortex (cat: area 17, ~2 mm lateral of midline; mouse: binocular zone) with a motorized drive (MP-285, Sutter Instrument). After the electrode was in place, warm agarose solution (2–4% in normal saline) was placed over the craniotomy to protect the surface of the cortex and reduce pulsations. Action potentials were identified with a dual window discriminator (Bak Electronics, DDIS-1). The time of action potentials and raw extracellular traces were recorded for later analysis.

**Stimuli.** Visual stimuli were generated by a Macintosh computer (Apple) using the Psychophysics Toolbox (Brainard 1997; Pelli 1997) for MATLAB (MathWorks) and presented dichoptically with two Sony video monitors (GDM-F520) placed either 50 cm (cat) or 38 cm (mouse) from the animal’s eyes. The video monitors had a noninterlaced refresh rate of 100 Hz and a spatial resolution of 1,024 × 768 pixels, which subtended 40 × 30 cm (56° × 43° in mouse, 44° × 34° in cat). The video monitors had a mean luminance of 40 cd/cm\(^2\). Drifting gratings were presented for either 1.5 s (mouse) or 4 s (cat), preceded and followed by 250-ms blank (mean luminance) periods. Spontaneous activity was measured with blank periods interleaved with drifting grating stimuli and lasting the same duration (1.5–2 s or 4 s). Stimulus duration was typical for measurements in V1 of mouse (Gao et al. 2010; Niell and Stryker 2008) and cat (Priebe 2008), as neurons in mouse V1 show stronger response adaptation. In mouse recordings we characterized stimulus orientation in the contralateral eye and used full-field gratings of low spatial frequency (0.03–0.06 cycles per degree (cpd)) to stimulate cell receptive fields (5–30° diameter), which are generally larger than those in cat (Bonin et al. 2011; Dräger 1975; Gordon and Stryker 1996; Mangini and Pearlman 1980; Ménin et al. 1988). Orientation and spatial frequency measured in the contralateral eye were used in the ipsilateral eye, because stimulus selectivity for each eye matches (Wang et al. 2010). Ipsilateral receptive field locations in mouse were mapped with multiunit activity because the spiking responses of single neurons are often small or nonexistent to ipsilateral stimulation. Receptive field size was mapped for the contralateral eye, and stimulus size was 1–3° larger than the classic receptive field of each neuron. For the ipsilateral eye we used a large stimulus to guarantee stimulation (24–29°). Mean stimulus sizes for contralateral and ipsilateral eyes were 23.5 ± 8.1° and 24.9 ± 8.7°, respectively. In 27% of our recordings, stimulus size differed by >2°, with a mean difference of 4.6°. In mouse V1, surround suppression of visual responses were generally avoided because surround suppression measured previously required a stimulus size >33° in diameter (Gao et al. 2010) and here stimuli did not extend 29° in diameter. For cat recordings we initially characterized stimulus orientation, spatial frequency (0.20–0.85 cpd), spatial location, and size (0.5–2° diameter) best evoking a response in the eye that elicited the strongest response. Binocular stimuli were presented dichoptically (Fig. 1A) with the preferred stimulus parameters at 2–4 Hz temporal frequency and 90% contrast. A mirror was placed directly in front of the contralateral eye to reflect receptive field locations onto a separate monitor. The angle and location of the mirror were adjusted to avoid occlusion of the field of view for the ipsilateral eye. With the mirror in place, receptive field locations for each eye were mapped again and dichoptic stimulation was verified. To measure binocular interactions we systematically changed the spatial phase of one grating while holding the spatial phase of the other grating constant. Relative phase disparities used ranged from −180° to 135°. With a 0.05-cpd sine-wave grating, a 90° phase disparity corresponds to a disparity of 5° of visual angle. All binocular and
monocular stimuli were presented during the same block and pseudorandomly interleaved.

Analysis. Spiking responses for each stimulus were cycle averaged across trials after removal of the first cycle. The Fourier transform was used to calculate the mean ($F_0$) and modulation amplitude ($F_1$) of each cycle-averaged response, and after, mean spontaneous activity was subtracted. Simple and complex cells were separated by computing the modulation ratio ($F_1/F_0$) to the preferred monocular stimulus; those neurons with modulation ratios $> 1$ are considered simple. Peak responses were defined as the sum of the mean and modulation ($F_0 + F_1$). The threshold-linear model (Eq. 6) was fit to the peak responses of individual neurons by adjusting the gain of the contralateral and ipsilateral inputs, the phase of those inputs, and the threshold. The mean-squared error between the model fit and the recorded spiking data was minimized with the MATLAB function lsqcurvefit.

All procedures were approved by The University of Texas at Austin Institutional Animal Care and Use Committee.

RESULTS

Neuronal responses to binocular stimulation in mouse V1.

To explore binocular integration in mouse V1 and compare it to that found in cat V1, we made extracellular single-unit recordings in anesthetized animals. In mice, we first mapped V1 to find the binocular zone. We selected receptive field locations within the central 30° of the visual field, where there is clear overlap of left and right eye projections. In cats, recordings were made from the central 15° of vision, where most neurons receive binocular inputs. Here we report records from 68 mouse V1 neurons and 69 cat V1 neurons. Drifting sine-wave gratings were presented in both monocular and binocular conditions. Gratings were presented binocularly by placing a mirror in front of one eye so that each eye could be stimulated by a visual stimulus presented on a separate monitor (Fig. 1A).

Mouse V1 neurons in the binocular zone are known to receive inputs from both eyes, but it is unknown how these neurons respond to binocular stimulation. We first compared how neurons responded to drifting gratings during monocular and binocular stimulation, using the same drifting gratings since neuronal stimulus preferences for each eye are matching (Wang et al. 2010) (see METHODS). For some cortical neurons, binocular stimulation led to a dramatic response enhancement relative to the responses elicited by monocular stimulation (Fig. 1B, left). For other neurons, binocular stimulation resulted in a profound response suppression relative to the responses evoked monocularly (Fig. 1B, right). Interestingly, similar patterns of responses were observed even for neurons that would be considered monocular from their responses to each eye alone (Fig. 1B, bottom).

If binocularity in mouse V1 acted solely to increase signal detection sensitivity, binocular stimuli should be more detectable than monocular stimuli by a factor of $\sqrt{2}$ (Anderson and Movshon 1989; Legge 1984; Pardhan and Rose 1999; Simpson et al. 2009). Because the error of $n$ measurements decreases in proportion to $1/\sqrt{n}$, we expect sensitivity to increase by $\sqrt{2}$ using two eyes. We tested whether there was increased sensitivity for binocular stimulation compared with monocular (contralateral) stimulation across all mouse records by computing the changes in signal detection sensitivity ($d'$) for monocular (contralateral) and binocular stimulation:

$$d' = \frac{\mu_{\text{resp}} - \mu_{\text{spont}}}{\frac{1}{2} \sqrt{\sigma_{\text{resp}}^2 + \sigma_{\text{spont}}^2}}$$

where $\mu_{\text{resp}}$ and $\sigma_{\text{resp}}$ are the response mean and variance during visual stimulation and $\mu_{\text{spont}}$ and $\sigma_{\text{spont}}$ are the spontaneous activity mean and variance during mean luminance periods (Simpson and Fitter 1973; Swets 1986). Binocular and monocular response detection sensitivity were similar on average across mouse V1 neurons $d'_{\text{binocular}} = 1.12 \pm 0.55$ SD, $d'_{\text{contra}} = 1.02 \pm 0.61$ SD; $P < 0.25$). The ratio of $d'$ for monocular and binocular stimulus conditions for V1 neurons (geometric mean $= 1.10 \pm 0.22$ SD) was less than expected ($\sqrt{2}$) under a signal detection improvement hypothesis and was highly variable across neurons (Fig. 1C). These results suggest that binocularity in mouse V1 neurons does not function solely to increase signal detection.

The observed diversity in $d'$ values may be due to binocular receptive fields that compare between inputs from each eye and are selective for binocular disparity. For some neurons the particular binocular stimulus employed is matched to their binocular disparity preference and thus evoked response enhancement (62%). For other neurons, the binocular stimulus is mismatched to their binocular disparity preference and suppressed responses (34%). As in carnivores and primates, the spatial configuration of stimuli in each eye—particularly the binocular disparity of the stimulus between the eyes—along with the specific receptive field configuration of each neuron may determine whether responses are enhanced or suppressed during binocular stimulation (Ohzawa and Freeman 1986).

Our analysis of $d'$ is meant to mimic a natural detection task, in which the stimulus would activate some neurons more than others depending on the depth of the object. If we find a binocular stimulus that best evokes a response for each neuron, the ratio of $d'$ for monocular and chosen binocular conditions increases substantially (geometric mean $= 1.8 \pm 0.78$ SD). On the other hand, if we select the binocular condition evoking the weakest response in each neuron, the $d'$ ratio declines (geometric mean $= 0.82 \pm 0.54$ SD). Changes in $d'$ ratios measured by tailoring the spatial configuration of binocular stimuli for each neuron suggest that the neurons are selective for binocular disparity and indicate that it is important to measure how mouse binocular neurons respond to a range of binocular disparities.

Binocular cues for depth in mice. The response properties of binocular neurons in mouse V1 should be strongly influenced by signals that stimulate the visual system, and the tasks for which those signals are used in natural viewing. Here, we consider how the response properties of binocular neurons might be shaped by natural signals, under the assumption that binocular neurons in mouse V1 support binocular depth perception (i.e., stereopsis). Canonical V1 binocular neurons are selective for disparity but are not invariant; that is, their responses are strongly modulated both by disparity and by spatial frequency content. Thus the V1 population should encode the retinal image information relevant for estimating disparity. Subsequent decoding (i.e., disparity estimation) may result in neural populations that are both selective and invariant (Burge J, Geisler WS, unpublished observations).
Here, we show how the stereo-geometry of the mouse visual system (Fig. 2A) can be used to predict the spatial frequency selectivity of mouse binocular neurons. The predictions are in line with previous neurophysiological measurements of these neurons (Fig. 2C) (Niell and Stryker 2008; Vreysen et al. 2012). The stereo-geometry of the mouse visual system determines the range of binocular disparities that may stimulate the mouse visual system and, therefore, that may be useful to encode.

Binocular disparities, the local differences between the retinal images, arise because of the different viewing positions of each eye. The binocular disparity (\(\delta\)), in visual angle, of corresponding points in the left and right eyes is defined as

\[
\delta = \alpha_L - \alpha_R
\]

where \(\alpha_L\) and \(\alpha_R\) are the angles between the retinal projections of a point and the preferred binocular locus (defined below) in the left and right eyes. The functional relationship between binocular disparity (in radians) and depth, under the small angle approximation, is given by

\[
\delta = \frac{-\Delta I}{(d_{\text{pref}} + \Delta)d_{\text{pref}}} = \frac{-I}{\frac{d_{\text{pref}}}{\Delta} + 1} d_{\text{pref}}
\]

where \(I\) is the interocular distance, \(d_{\text{pref}}\) is the preferred binocular viewing distance, and \(\Delta\) is the depth of an object. Depth is defined as the difference between the object and the preferred viewing distance (\(d_{\text{pref}}\)): \(\Delta = d_{\text{object}} - d_{\text{pref}}\), where \(d_{\text{pref}}\) is the viewing distance at which a target will project onto the retinas at the preferred binocular locus, the corresponding retinal locations where disparity estimates are most precise. In primates and carnivores that binocular locus is the fovea or area centralis, and the preferred binocular viewing distance is the current fixation distance. Mice do not have a well-defined fovea, so it is not straightforward to determine the viewing distance at which disparity would be encoded with the greatest precision.

It is possible, however, to place constraints on the preferred binocular viewing distance by considering three facts about mouse vision. First, mice typically have \(+10.0\) diopters of refractive error (de la Cera et al. 2006), which means that targets positioned at 10 cm will be in best focus. Second, mice are largely unable to change the refractive power of their eyes (Chalupa and Williams 2008). Third, mice have limited eye movements (Chalupa and Williams 2008). Together these facts about the mouse visual system suggest that the preferred binocular viewing distance is fixed straight ahead at a distance of 10 cm (Fig. 2, A and B). For the analysis that follows, we assume that this distance is the preferred operating range for mouse binocular vision. Note that because of the difficulty refracting small eyes, there may be an effective refractive error somewhat different from 10 diopters. Modest changes in this value do not qualitatively affect our conclusions.

To determine the widest range of disparities that could potentially stimulate the mouse visual system, we first consider the largest uncrossed disparity that could be formed in the mouse visual system. The largest uncrossed disparity is created by an object at infinity. With a mouse interocular separation of 1 cm and a preferred binocular viewing distance of 10 cm, the largest possible uncrossed disparity is \(-5.7^\circ\) (Eq. 3). Uncrossed disparities with magnitudes larger than \(-5.7^\circ\) are “impossible” disparities because they could never be generated in natural viewing. Assuming symmetrical disparity encoding (\(\pm5.7^\circ\)), disparity would provide mice useful binocular depth information over a range of distances from 5 cm to infinity. This range of disparities is significantly larger than the dispar-

Fig. 2. Stereo-geometry, spatial frequencies with disparity information in mouse. A: stereo-geometry of the mouse visual system. A point on an object of interest projects to the left and right eyes. If the object is not at the preferred binocular viewing distance, binocular disparity results. The disparity of the images entering the 2 eyes is given by \(\delta = \alpha_L - \alpha_R\), where \(\alpha_L\) and \(\alpha_R\) are the angles between the retinal projections of a point on an object and the preferred binocular locus in the left and right eyes. The preferred binocular locus is the pair of retinal locations where disparity estimates are most precise. B: mouse monocular and binocular visual fields. Mouse binocular visual fields subtend \(-40^\circ\) (Heesy 2004). Each monocular visual field subtends \(-180^\circ\). Given mouse stereo-geometry, disparity would provide information about distances ranging from 5.3 to 96.3 cm, assuming mice encode 90% of the full range of possible disparities (large brackets, Eq. 3). This range of distances is likely to be ecologically relevant. Note that if mice encoded the same range of disparities as cat \((-2.5^\circ\) to \(+2.5^\circ\); Packwood and Gordon 1975) or primate \((-1.5^\circ\) to \(+1.5^\circ\); Blakemore 1970), the corresponding range of distances would be significantly smaller: 7.0–17.8 cm and 7.9–13.6 cm. C: the spatial frequencies that are useful for estimating disparities in the predicted range. Amplitude spectra of binocular difference signals (Eq. 4) after being filtered by 1.5-octave-bandwidth filters. Shaded region indicates the spatial frequencies [0.01–0.10 cycles per degree (cpd)] that provide the best information for estimating the disparities that are predicted to be ecologically relevant for mouse stereopsis. Higher spatial frequencies provide little information about disparity.

\[\text{Eq. 4}\]

\[\text{Eq. 3}\]
ity ranges encoded by the primate and cat visual systems (Fig. 2B), but it is the range that provides binocular depth information over a useful range of distances for mice.

The range of disparities that the mouse visual system is stimulated with in natural viewing can be used predict the range of spatial frequencies that disparity-sensitive neurons are selective for. To determine the spatial frequencies that carry useful information about disparities between ±5.7°, we examined the disparity signals that would result from a binocularly viewed high-contrast luminance edge positioned at or behind the preferred binocular viewing distance. We use a binocularly viewed edge because each eye’s image of the edge has a spatial frequency spectrum that approximates the 1/f contrast fall-off that is characteristic of natural images (Field 1987). The difference between the left- and right-eye images of the edge is the binocular difference signal. At each spatial frequency, the binocular difference signal is sinusoidal with contrast amplitude given by

\[ A_k(f/\delta_0) = \sqrt{A_L(f)^2 + A_R(f)^2 - 2A_L(f)A_R(f)\cos(2\pi f/\delta_0)} \]  

where \( f \) is the spatial frequency, \( \delta_0 \) is a particular disparity, \( A_L \) and \( A_R \) are the left and right eye retinal amplitudes, and \( A_R(f/\delta_0) \) is the amplitude of the binocular difference signal (Burge J, Geisler WS, unpublished observations). Figure 2C shows the amplitude of this difference signal for seven disparities (−6° to 0°) spanning the range of uncrossed disparities to which mice are predicted to be sensitive. The shape and magnitude of the spectra differ systematically as a function of disparity between 0.01 and 0.1 cpd. At higher spatial frequencies, the binocular difference signals are barely distinguishable. Thus the pattern of binocular contrasts in this spatial frequency range (0.01 to 0.1 cpd) contains the information that is most useful for estimating disparities between −5.7° and 5.7°.

This analysis suggests that individual neurons are insufficient to accurately estimate binocular disparity from natural stereo-images. Individual V1 binocular neurons are sensitive only to a narrow band of frequencies (e.g., 1.5 octaves), whereas disparity information is contained in the pattern of binocular contrast across a relatively broad band of spatial frequencies. Thus, in natural images, disparity must be estimated from the pattern of population activity of many V1 neurons with different spatial frequency preferences.

Our analysis of the stereo-geometry of the mouse suggests a range of relevant spatial frequencies (0.01 to 0.1 cpd) that carries useful disparity information, which is very similar to the range of spatial frequency that mouse visual cortex encodes (Niell and Stryker 2008; Vreysen et al. 2012). It is possible that additional factors such as the optics of the eyes and the photoreceptor density provide additional constraints on the spatial frequency selectivity of V1 neurons (Banks and Bennett 1988; Burge J, Geisler WS, unpublished observations). Our analysis did not consider those factors, and it is therefore remarkable, and potentially coincidental, that the spatial frequency range we predict is matched to those encoded by V1 neurons. We nonetheless use this range of relevant spatial frequencies to guide our neurophysiological recordings, presenting drifting sine-wave gratings of low spatial frequency (0.03–0.06 cpd) to characterize disparity selectivity of individual neurons in mouse V1.

**Binocular integration in mouse.** We observed a variety of response patterns from V1 neurons in mouse and cat under binocular stimulation. The spiking activity of individual neurons was measured in response to eight binocular disparities (Fig. 3A, left), to monocular stimulation of the left and right eyes, and to no stimulation (Fig. 3A, right). Spiking activity to each stimulus was cycle averaged and the peak response amplitude (\( F_1 + DC \), see METHODS) was measured for each condition (Fig. 3A, bottom right). We initially classified cells as simple and complex on the basis of the relative response modulation to monocularly presented drifting gratings (see METHODS). Among simple cells we observed a variety of response patterns that indicate little relationship between ocular dominance and disparity tuning. The first subset of simple cells was characterized as binocular on the basis of their ocular dominance (Fig. 3, A and B). Responses from these binocular simple cells were modulated by disparity during binocular stimulation. The second subset of simple cells was characterized as monocular by ocular dominance. Surprisingly, responses from these simple cells were also modulated by binocular disparity (Fig. 3, C and D). A third subset of simple cells was characterized as binocular by ocular dominance but did not show a response modulation to the binocular stimulus (Fig. 3, E and F). These three subsets of simple cells show that binocularity based on ocular dominance and binocular disparity are not necessarily linked (Chino et al. 1994; LeVay and Voigt 1988).

The complex cells of mouse and cat showed the same variety of response patterns as simple cells. Neurons that were classified as either binocular or monocular by ocular dominance could exhibit disparity tuning (Fig. 4, A–D). In addition, we found complex cells that appeared binocular by ocular dominance but exhibited little response modulation to changes in binocular disparity (Fig. 4, E and F). The lack of relationship between binocularity defined by ocular dominance and by disparity sensitivity shown in these example neurons suggests that these two measures of binocularity reflect distinct neural computations.

To quantify the relationship between binocularity defined by ocular dominance and binocularity defined by disparity selectivity, we quantified the degree of binocularity for both monocular and binocular stimulus conditions across our population of neurons. For ocular dominance we used the spiking ocular dominance index (ODIs), which compares the degree to which neurons respond to the contralateral and ipsilateral eye based on the monocular stimuli:

\[ \text{ODI}_R = \frac{(R_{\text{contra}} - R_{\text{ipsi}})}{(R_{\text{contra}} + R_{\text{ipsi}})} \]  

where \( R_{\text{contra}} \) is the peak spiking response to contralateral eyes stimulation and \( R_{\text{ipsi}} \) is the peak response to ipsilateral eye stimulation. \( \text{ODI}_R \) values of 0 indicate equal responses to each eye (Fig. 3, A and B, Fig. 4, A and B), while values of −1 and 1 indicate the dominance of the ipsilateral and contralateral eyes (Fig. 3, C and D, Fig. 4, C and D). As previously shown, mouse V1 neurons exhibit a pronounced ocular dominance bias for the contralateral eye [mean \( \text{ODI}_R = 0.35 \pm 0.54 \) (SD)] (Gordon and Stryker 1996) (Fig. 5A).

To quantify the degree of response modulation induced by binocular stimulation we computed a disparity selectivity index.
(DSI), which describes the degree of response modulation evoked by changes in spatial phase for binocular stimuli. The DSI is based on similar measurements of orientation selectivity (Ringach et al. 2002; Tan et al. 2011):

\[
\text{DSI} = \frac{\sqrt{\left(\sum \phi R_\phi \sin(\phi)\right)^2 + \left(\sum \phi R_\phi \cos(\phi)\right)^2}}{\sum \phi R_\phi}
\]

where \(R_\phi\) indicates the peak responses to each spatial phase (\(\phi\)). DSI values range between 0 and 1, where 0 indicates a lack of modulation by binocular disparity (Fig. 3, E and F) and higher values indicate greater degrees of modulation by disparity (Fig. 3, A–D, Fig. 4, A–D).

Mouse V1 neurons are modulated by binocular stimulation, exhibiting a range of DSI values similar to that found in the cat (mouse DSI range = 0–0.7, cat range = 0–0.75). On average, however, mouse neurons were modulated less by disparity than cat neurons (mouse: mean DSI = 0.18 ± 0.18 SD, cat: mean DSI = 0.30 ± 0.18 SD; significant difference between mouse and cat, \(P < 0.001, t\)-test). Across mouse V1 neurons there was no significant difference in DSI values between simple and complex cells (Fig. 5; Student’s \(t\)-test, \(P < 0.4\)), but across cat
neurons there was a difference between these classes of cells (simple cell mean = 0.37 ± 0.18, complex cell mean = 0.2 ± 0.14; Student’s t-test, \( P < 0.005 \)), which has been reported previously (Chino et al. 1994). Computing disparity selectivity with only the modulation response component in simple cells and the mean response component in complex cells did not change the difference in DSI between cell classes (simple cell mean = 0.36 ± 0.24, complex cell mean = 0.22 ± 0.17; Student’s t-test, \( P < 0.005 \)).

To compare the degree of binocularity based on ocular dominance to the degree of disparity selectivity, we compared the ODI\(_R\) to the DSI metrics. We first transformed the ODI\(_R\) by taking the absolute value so that a value of 0 indicates a binocular neuron and a value of 1 a monocular neuron. No systematic relationship is evident between the two metrics in the mouse (Fig. 5A; slope = 0.01 ± 0.07, principal component analysis with bootstrapped standard error) or in the cat (Fig. 5B; slope = 0.08 ± 0.09, principal component analysis with bootstrapped standard error) (Chino et al. 1994; LeVay and Voigt 1988). The failure to observe a relationship between the absolute value of ODI\(_R\) and DSI might be due to the nonlinear relationship between the inputs a neuron receives and its spiking output. For example, a neuron could receive strong synaptic inputs from both eyes, but because of spike threshold only monocular stimulation to the dominant eye elicits a spiking response. In this case, the spiking ODI\(_R\) value would be near 1, indicating monocularity, despite receiving input from both eyes (Priebe 2008). Although our extracellular recordings revealed no relationship between the degree of disparity selectivity and ocular dominance, there may nonetheless exist a
relationship between these two metrics at the subthreshold level.

Modeling the binocular disparity tuning of visual cortical neurons. Our observation that mouse V1 neurons are sensitive to binocular disparity suggests that similar computations are being performed in V1 across mammals. This raises the question about how comparisons between left and right eye inputs occur. The dominant framework for describing how disparity selectivity arises in primate and cat V1 is the disparity-energy model, which proposes that binocular complex cell responses result by summing and squaring binocular simple cell outputs (Ohzawa 1998; but see Burge J, Geisler WS, unpublished observations). In simple cells, binocular integration is modeled as a linear combination of left and right eye signals, followed by an output threshold nonlinearity. If the computation underlying disparity selectivity in mouse simple cells is the same as in the cat, the same model should provide accurate fits to mouse disparity tuning curves. Furthermore, this model could provide predictions of the synaptic inputs underlying monocular and binocular responses, which may reveal a relationship between ocular dominance and disparity selectivity that is not evident in spiking responses (Fig. 5).

To determine how effectively this model can account for the responses of mouse and cat V1 simple cells, we fit the following threshold-linear model to the monocular and binocular responses of individual neurons:

\[ R(\phi) = \text{gain} \left( g_{\text{ipsi}}L_{\text{ipsi}}(\phi) + g_{\text{contra}}L_{\text{contra}}(\phi) - \text{thresh} \right) \]  

where \( L_{\text{ipsi}} \) and \( L_{\text{contra}} \) are the luminance changes caused by the drifting grating for each eye (contralateral and ipsilateral) and \( g_{\text{ipsi}} \) and \( g_{\text{contra}} \) are the input gains from the ipsilateral and contralateral eyes. The gain represents the slope of the suprathreshold input to spiking transformation. The summed input from each eye is then passed through a threshold nonlinearity to generate a predicted spike rate. This model provides good fits to both the response amplitude and phase that occur in both mouse and cat V1 neurons for both monocular and binocular stimulation, even for neurons that are classified as monocular by ODI<sub>r</sub> (Fig. 6A, mouse, \( r^2 = 0.68 \); Fig. 6B, cat, \( r^2 = 0.71 \)).

To account for the binocular response of these neurons, synaptic input from both eyes is required. The threshold-linear model (Eq. 7) fits these extracellular data by using a substantial degree of nonpreferred eye synaptic input, but not so much that a spiking response is observed to monocular stimulation (Fig. 6, A and B, monocular column). Binocular stimulation, however, reveals the impact of the synaptic input from the nonpreferred eye (Fig. 6A and B, binocular column). Many mouse V1 neurons appear to be biased for the contralateral eye (Fig. 6A, monocular column), but weak input from the ipsilateral eye nonetheless strongly influenced responses during binocular stimulation (Fig. 6A, binocular column). The threshold-linear model is also able to capture simple cell disparity tuning from neurons that were classified as binocular by ocular dominance (data not shown).

In simple cells, the threshold-linear model accounted for binocular responses and disparity tuning in both mouse (\( r^2 = 0.33 \pm 0.35 \mathrm{SD} \)) and cat (\( r^2 = 0.60 \pm 0.52 \mathrm{SD} \)). To illustrate how well the model accounted for disparity selectivity, we plotted the predicted spiking responses (Fig. 6, middle) against the measured spiking responses (Fig. 6, top) for all simple cells, color-coded by the absolute value of ODI<sub>r</sub> (Fig. 7, A and B). In simple cells, the threshold-linear model predicts the measured spiking responses, so much of the data lies along a unity line. The threshold-linear model is better able to capture the responses of cat than mouse simple cells, but this discrepancy is partly due to the overall differences in response modulation with disparity: for mouse neurons with DSI > 0.15, the threshold-linear model captures far more of the response variance (\( r^2 = 0.45 \pm 0.25 \mathrm{SD} \)).

We also fit the complex cell responses with the threshold-linear model. While the linear-threshold model could predict some binocular responses in mouse (\( r^2 = 0.24 \pm 0.43 \mathrm{SD} \)), it was a poor predictor of response modulation in cat (\( r^2 = 0.07 \pm 0.58 \mathrm{SD} \)). This model predicts response modulation to drifting gratings, while complex cells, by definition, do not modulate to drifting gratings.

At the level of spiking responses we did not observe a relationship between these two metrics of binocularity (ODI<sub>r</sub> and DSI) (Fig. 8A; mouse: slope = −0.07 ± 0.08, cat: slope = −0.12 ± 0.12; principal component analysis with bootstrapped standard error), but such a relationship potentially exists at the subthreshold level and could be observed in our extracellular measures. A strong prediction of the threshold-linear model is that a greater similarity in the gain of inputs from each eye, quantified by ODI based on synaptic inputs (ODI<sub>syn</sub>), should lead to a greater degree of disparity selectivity. To examine whether a relationship between the ocular dominance binocularity and disparity selectivity exists at the subthreshold level, we defined ODI<sub>syn</sub> as ocular dominance based on the synaptic input gains from the threshold-linear model:

\[ \text{ODI}_{syn} = \frac{g_{\text{ipsi}} - g_{\text{contra}}}{g_{\text{ipsi}} + g_{\text{contra}}} \]
DISCUSSION

Neurons in mouse V1 are known to receive inputs from left and right eye sensory streams, and yet it has been unclear how these two representations are integrated. By systematically changing the binocular disparity of left and right eye stimuli within an ecologically relevant range, we found that binocular integration in V1 neurons exhibited responses modulated by disparity. Indeed, disparity tuning in mouse V1 neurons is similar to that found in cat V1 neurons but differed in degree of modulation. A simple threshold-linear model accounted for the disparity selectivity of simple cells in both the cat and the mouse, suggesting that a substantial subthreshold input from the weaker eye significantly modulates responses during normal binocular viewing. Our recordings demonstrate that a common computation is being performed by V1 across mammalian species that provides information about the depth of objects.

Our initial experiments revealed an increase in neuronal sensitivity to binocular stimuli, but the increase is less than expected under the assumption of independent sources of noise in the sensory periphery (Simpson et al. 2009). Human psychophysical detection performance generally improves by a factor of \( \sqrt{2} \) with binocular versus monocular stimulation. These experiments are generally performed at threshold contrast; sensitivity is generally smaller when the task is to discriminate differences between high-contrast gratings (Legge 1984). Because our measurements in the mouse were performed at high contrast, however, our records may not reveal the expected sensitivity improvement of \( \sqrt{2} \). Measuring increases in sensitivity in mouse V1 neurons with low-contrast stimuli may better match psychophysical measurements.

A wide variety of binocular interactions are present in mouse V1 neurons, as previously shown in cat V1 neurons (Ohzawa and Freeman 1986; Pettigrew et al. 1968). One of these interactions is the dramatic response amplitude difference between monocular and binocular responses (Fig. 3, B and C, and Fig. 6, A and B). Many mouse V1 neurons are clearly modulated by binocular stimulation, even though they would be classified as monocular by conventional measures of ocular dominance. A simple explanation is that subthreshold synaptic inputs exist for both eyes but monocular input from one eye is

\[
\text{ODI}_V = \frac{(g_{\text{contra}} - g_{\text{ipsi}})}{(g_{\text{contra}} + g_{\text{ipsi}})}
\]

This comparison of ODI\(_V\) and DSI reveals a clear relationship across V1 simple cells (mouse: slope = \(-0.30 \pm 0.12\), cat: slope = \(-0.48 \pm 0.14\); principal component analysis with bootstrapped standard error). This finding indicates that, at a subthreshold level, the amount of input between the two eyes in response to a monocular stimulus is related to response modulation during binocular stimulation (Fig. 8B).

We considered whether the difference in the degree to which binocular disparity modulated the responses in mice and cats might be due to the differences in the binocularity of inputs: mice V1 neurons are more contralaterally biased than cat neurons than cat neurons. However, we find that mouse V1 neurons with matching degrees of input ocular dominance to cat neurons exhibit less disparity selectivity (Fig. 8B). Neurons with a substantial amount of binocular input (\(\text{ODI}_V = 0\)–0.25) were vastly different in disparity selectivity between the cat (mean = \(0.49 \pm 0.11\) SD) and mouse (mean = \(0.23 \pm 0.06\) SD) (Student’s \(t\)-test, \(P < 0.001\)). Therefore the difference in the degree of disparity selectivity found in mouse and cat cannot solely reflect the contralateral bias of mouse neurons.
not sufficiently weighted to exceed the spiking threshold under monocular stimulation (Priebe and Ferster 2008). Near spike threshold, small changes in membrane potential or synaptic input generate huge changes in spike rate, so amplitude differences between monocular and binocular synaptic inputs could elicit vastly different spiking responses. This explanation suggests that disparity tuning results from interactions at the level of subthreshold membrane potential, hidden from our extracellular records (Ohzawa 1998; Ohzawa and Freeman 1986).

Mammals are not the only vertebrates possessing binocular neurons, but the structure of the mammalian visual system contains elements supporting the generation of binocular neurons. Unlike other vertebrates, not all retinal ganglion cell projections cross at the optic chiasm. Both left and right eye outputs project to the same brain structures, instead of being laterally segregated. In the primate, for example, ~40% of the ipsilateral retinal projections do not cross at the optic chiasm, allowing for information streams from both eyes to innervate the same side of the lateral geniculate nucleus (LGN) (Chalupa and Lia 1991; Perry et al. 1984). The percentage of retinal ganglion cell projections not crossing the optic chiasm in the mouse is very small, ~3–4%, but that small percentage of uncrossed retinal output innervates 10% of mouse LGN (Draeger 1974; Godement et al. 1984). Although ipsilaterial and contralateral retinal ganglion cells project to the LGN, those projections remain segregated. The second structural change in the visual system of mammals is the presence of a six-layer cerebral cortex where left and right eye signals converge. Like the expansion of the ipsilateral representation in the LGN from a few ipsilateral retinal ganglion cells, the mouse binocular zone occupies approximately one-third of V1 despite an ipsilateral retinal output innervates 10% of mouse LGN (Leamey and Protti 2008). In the mouse it appears that a small basis for binocularity, in terms of uncrossed ipsilateral retinal projections, is amplified greatly to generate binocularity in V1. The weakness of the ipsilateral projection is evident in the monocular bias toward the contralateral eye (Fig. 5). It does not appear, however, that this contralateral bias of input to V1 accounts for the weaker disparity selectivity observed in mouse V1 relative to cat V1: comparing mouse and cat neurons with similar input ocular dominance (as reflected in ODIv) reveals that mouse neurons are systematically less sensitive to disparity than cat neurons (Fig. 8B). So the difference in ocular dominance between cat and mouse does not account for the difference in the degree of disparity tuning.

Throughout our study we find less prominent disparity tuning in mouse V1 neurons compared with those in cat (Fig. 5), even when examining only single cells (Fig. 8B). In general, mouse V1 neurons are modulated to a lesser degree than cat neurons, although the potential exists for large disparity selectivity as we find that DSI values share a similar range (mouse: 0–0.7, cat: 0–0.75). One reason for these differences could be the lack of ocular dominance columns in mouse V1, where instead there is a single binocular region receiving inputs from the ipsilateral eye. At the edges of this region neurons could be weakly binocular even at the level of synaptic input. Another difference is the extent of receptive fields relative to the binocular zone. Since receptive field sizes in mouse V1 vary greatly (5–30°) and the binocular field of view in mice is only 40° (Fig. 2B), it is possible that binocular overlap in many neurons is too small in order to generate the striking binocular response interactions observed in cat. In addition, simple cell receptive fields in mouse V1 neurons are shown to differ from those in cat, as there is substantial overlap between ON and OFF subregions (Liu et al. 2010). In cat V1, simple cells of layer 4 receive direct input from the LGN and are thought to form the basis of disparity selectivity, which is inherited by complex cells in layers 2/3 through the integration of inputs across simple cells (Ohzawa 1998). Simple and complex cells of mouse V1 are found throughout cortical layers (Niel and Stryker 2008), suggesting that the emergence of disparity sensitivity could occur through a number of mechanisms and may not require direct thalamocortical input.

The synaptic basis for binocular integration in mouse V1 may be a combination of thalamocortical, intracortical, and inhibitory synaptic input. In cat V1 simple cells, the linear summation of binocular inputs (Scholl and Priebe 2011) leads to robust disparity tuning (Ohzawa and Freeman 1986). In mouse simple cells, however, the summation of binocular inputs may be nonlinear. Another possibility is that while linear summation of binocular inputs appears to prevail in cat V1 simple cells (Scholl and Priebe 2011) and generates robust disparity tuning (Ohzawa and Freeman 1986), summation of binocular inputs in mouse simple cells is nonlinear. Consistent with this hypothesis, it is known that mouse V1 neurons possess a push-push excitation-inhibition mechanism (Liu et al. 2010; Tan et al. 2011) while cat V1 neurons exhibit a push-pull mechanism (Hirsch et al. 1998; Priebe and Ferster 2006). It may be that this difference in receptive field organization underlies the different binocular integration observed in the mouse and the cat.

Other vertebrates besides mammals have evolved visual systems with binocular neurons. One prominent example, the barn owl (Tyto alba), has binocular depth perception that is quite similar to human binocular depth perception (van der Willigen 2011). Binocular neurons in the barn owl’s wulst visual area have a high degree of binocularity and disparity tuning (Pettigrew and Konishi 1976a; Nieder and Wagner 2000, 2001) and exhibit a number of properties similar to those shown in mouse (and primate and cat) V1 binocular neurons: strong disparity tuning, enhancement and suppression of responses to binocular stimulation, and ocular dominance plasticity during the critical period (Pettigrew and Konishi 1976b). Given these similarities, it is interesting to note that binocularity in birds evolved independently from that in mammals (Pettigrew 1986). Indeed, disparity selectivity in the barn owl emerges from a visual pathway that is completely different from that in mammals. In contrast to mammals, in the barn owl projections from the two eyes cross at the optic chiasm and remain segregated until they converge within the wulst.

Many animals with binocular depth perception use multiple visual depth cues to estimate depth (Hillis et al. 2004; Landy et al. 1995). These signals include but are not limited to figure-ground cues (Burge et al. 2010), defocus blur (Burge and Geisler 2011; Held et al. 2012), motion parallax (Wallace 1959), and looming (Beverley 1973; Beverley and Regan 1973). Binocular disparity is thus not the only source of information relevant for estimating depth, but it is a source of information that many animals exploit.

The convergent evolution of binocular depth perception suggests that stereopsis confers important evolutionary advantages. Binocular neurons that underlie this perceptual ability across phyla have similar properties despite significant differ-
erences in the neuroanatomical pathways and the (presumed) different mechanisms that give rise to them. This suggests that binocular neurons subserving depth perception extract similar information from the retinal images and that a common computation, independent of a particular mechanism, may underlie all visual systems with stereopsis (Burge J, Geisler WS, unpublished observations). It is not yet known whether, or how, rodents use disparity to estimate depth in natural viewing: the necessary psychophysical studies have not been performed. It may be, for example, that the upper and overhead retinotopic regions of mouse vision play an important role in predator avoidance behaviors. Nonetheless, our recordings demonstrate that mouse V1 neurons are sensitive to binocular disparities consistent with an ecologically relevant range of object depths. The cross-species similarities between mouse, owl, cat, and primate suggest that the integration of left- and right-eye image information underlying disparity selectivity is an example of a common computation performed across visual systems. This computation is an important example of how visual systems select for and integrate useful information from multiple sensory sources to constrain estimates of behaviorally relevant properties of the natural environment.
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