Parkinsonism-related features of neuronal discharge in primates
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Sanders TH, Clements MA, Wichmann T. Parkinsonism-related features of neuronal discharge in primates. J Neurophysiol 110: 720–731, 2013. First published May 15, 2013; doi:10.1152/jn.00672.2012.—Parkinson’s disease is known to be associated with abnormal electrical spiking activities of basal ganglia neurons, including changes in firing rate, bursting activities and oscillatory firing patterns and changes in entropy. We explored the relative importance of these measures through optimal feature selection and discrimination analysis methods. We identified key characteristics of basal ganglia activity that predicted whether the neurons were recorded in the normal or parkinsonian state. Starting with 29 features extracted from the spike timing of neurons recorded in normal and parkinsonian monkeys in the internal or external segment of the globus pallidus or the subthalamic nucleus (STN), we used a method that incorporates a support vector machine algorithm to find feature combinations that optimally discriminate between the normal and parkinsonian states. Our results demonstrate that the discrimination power of combinations of specific features is higher than that of single features, or of all features combined, and that the most discriminative feature sets differ substantially between basal ganglia structures. Each nucleus or class of neurons in the basal ganglia may react differently to the parkinsonian condition, and the features used to describe this state should be adapted to the neuron type under study. The feature that was overall most predictive of the parkinsonian state in our data set was a high STN intraburst frequency. Interestingly, this feature was not correlated with parameters describing oscillatory firing properties in recordings made in the normal condition but was significantly correlated with spectral power in specific frequency bands in recordings from the parkinsonian state (specifically with power in the 8–13 Hz band).
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Early studies of basal ganglia firing abnormalities focused on changes in the mean discharge rate of basal ganglia neurons, with the finding that the average firing rates of GPi neurons were reduced while the average firing rates in GPe and STN were increased in animal models of the disease (e.g., ALBIN ET AL. 1989; BERGMAN ET AL. 1994; DELONG 1990; ELDER AND VITEK 2001; FILION AND TREMBLAY 1991; MILLER AND DELONG 1988; SCHNEIDER AND ROTHBLAT 1996; WICHMANN ET AL. 1999) as well as patients (CHEN ET AL. 2010; HUTCHISON ET AL. 1994; MOLNAR ET AL. 2005). Recent optogenetic studies have reinforced the idea that global changes in basal ganglia output contribute to parkinsonism (KRAVITZ ET AL. 2010).

More recent studies have emphasized changes in firing patterns. For instance, basal ganglia neurons have a greater than normal tendency to discharge in bursts in the parkinsonian state, as has been shown in animals (BERGMAN ET AL. 1994; BREIT ET AL. 2007; FILION AND TREMBLAY 1991; MILLER AND DELONG 1988; NI ET AL. 2000; VILA ET AL. 2000; WICHMANN AND SOARES 2006) and humans (HUTCHISON ET AL. 1994; MAGNIN ET AL. 2000). A subset of these bursts may represent rebound (or “low threshold spike”) bursts, presumably driven by activation of T-type calcium channels in the basal ganglia and thalamus. Abnormal bursting in the basal ganglia and thalamus not only may be related to the motor signs of parkinsonism but also may underlie some of the basal ganglia tremor. T-type calcium channel blockade in the basal ganglia and thalamus may be related to the motor signs of parkinsonism but also may underlie some of the basal ganglia tremor.

Another Parkinsonism-related property of spiking activities of basal ganglia neurons is that these neurons often fire in oscillatory firing patterns. These patterns of activity have been documented in the basal ganglia since at least the mid-1980s (BERGMAN ET AL. 1994; GATEV ET AL. 2006; HAMMOND ET AL. 2007; MILLER AND DELONG 1987). After the discovery of strong beta band oscillations in local field potential recordings from the STN in parkinsonian patients (BROWN ET AL. 2001), many current researchers see these oscillations as the predominant electrophysiological abnormality in the parkinsonian brain. Oscillations are primarily identified in STN, GPi, and GPe (BERGMAN ET AL. 1994; LEVY ET AL. 2000, 2002a, 2002b; NINI ET AL. 1995; RAZ ET AL. 1996), although other areas of the basal ganglia-thalamocortical circuitry also show oscillatory discharge (GOLDBERG ET AL. 2002; GUEHL ET AL. 2003; PASQUEREAU AND TURNER 2011; PESSIGLIONE ET AL. 2005). The source of these oscillatory activity patterns has not been clarified, but experimental and modeling studies have suggested that they are the product of network interactions rather than being generated at specific basal ganglia locations (GATEV ET AL. 2006; HAMMOND ET AL. 2007; HOGADO ET AL. 2010; MAGILL ET AL. 2001, 2004a, 2004b; PLENZ AND KITAI 1999).

Most recently, several studies have observed that the spiking activity of neurons in the individual basal ganglia nuclei differs in terms of entropy and other nonlinear characteristics of firing (DARBIN ET AL. 2006) and that these changes are affected in parkinsonian patients by treatment with dopamine receptor ago-

The relative preponderance and importance of these firing abnormalities in the dopamine-depleted state and their relationship to parkinsonism is not clear, in part because most studies in this field tend to focus on individual changes (such as changes in firing rates, bursts, or oscillations). To develop a better understanding of the relative strength of these changes, we carried out an analysis in which we evaluated the ability of combinations of multiple descriptors of single-cell discharge in the basal ganglia to predict parkinsonism, using recordings in STN, GPe, and GPi from normal and 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-treated (parkinsonian) monkeys.

**METHODS**

**General Methods**

Some of the data used in this analysis were also used in previous studies (Soares et al. 2004; Wichmann and Soares 2006). As stated in the other reports, we recorded the activity first in GPe, STN, and GPi in the normal state and then again after the animals had been treated with MPTP to induce parkinsonism. The state of wakefulness was monitored throughout all experiments, and recordings were discarded if the animal showed signs of drowsiness. After completion of the recording sessions, the location of the neurons was verified by histological analysis.

Interspike interval (ISI) data from the recorded cells were then analyzed to measure the firing rate, descriptors of burst discharges, entropy, or oscillatory activity. These analyses resulted in 29 features (listed in Table 1) that were fed into different feature selection algorithms to identify single features, or combinations of them, that would best discriminate between neurons recorded in the normal and parkinsonian states, separately for each of the three structures.

**Animals**

The two rhesus monkeys (*Macaca mulatta*, 4–5 kg) that were used for these studies were housed under conditions of protected contact housing with free access to standard primate chow, water, and supplemental fruit and vegetables. Prior to the recording sessions, the animals were adapted to the laboratory environment and trained to sit in a primate chair and permit handling by the experimenter. All experimental protocols were performed in accordance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals (1996), the US Public Health Service “Policy on the Humane Care and Use of Laboratory Animals” (amended 2002), and the American Physiological Society’s “Guiding Principles in the Care and Use of Animals” (revised 2000). All experiments were approved by the Institutional Animal Care and Use Committee of Emory University.

**Surgical Procedures**

After completion of behavioral conditioning, stainless steel chambers for chronic recording (inner diameter 16 mm) were stereotaxically positioned over trephine holes under aseptic conditions and isoflurane inhalation anesthesia (1–3%). Chambers directed at the pallidum (GPe, GPi) were placed at an angle of 50° from the vertical in the coronal plane, and chambers aimed at the STN were placed at an angle of 36° anterior to the vertical in the sagittal plane. The chambers were affixed to the skull with dental acrylic. Stainless steel head holders were also embedded into the acrylic cap to permit stabilization of the head during the recording sessions.

**Surgical Procedures**

After completion of recordings in the normal state, the animals received MPTP injected under general isoflurane anesthesia (1–3%) into the right common carotid artery with the external carotid artery

<table>
<thead>
<tr>
<th>Feature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean ISI</td>
</tr>
<tr>
<td>2</td>
<td>SD of ISIs</td>
</tr>
<tr>
<td>3</td>
<td>CV of ISIs</td>
</tr>
<tr>
<td>4</td>
<td>Firing rate</td>
</tr>
<tr>
<td>5</td>
<td>1–3 Hz range</td>
</tr>
<tr>
<td>6</td>
<td>3–8 Hz range</td>
</tr>
<tr>
<td>7</td>
<td>8–13 Hz range</td>
</tr>
<tr>
<td>8</td>
<td>13–30 Hz range</td>
</tr>
<tr>
<td>9</td>
<td>30–100 Hz range</td>
</tr>
<tr>
<td>10</td>
<td>H1</td>
</tr>
<tr>
<td>11</td>
<td>H2</td>
</tr>
<tr>
<td>12</td>
<td>H3</td>
</tr>
<tr>
<td>13</td>
<td>H4</td>
</tr>
<tr>
<td>14</td>
<td>H5</td>
</tr>
<tr>
<td>15</td>
<td>zc1</td>
</tr>
<tr>
<td>16</td>
<td>zc2</td>
</tr>
<tr>
<td>17</td>
<td>zc3</td>
</tr>
<tr>
<td>18</td>
<td>zc4</td>
</tr>
<tr>
<td>19</td>
<td>zc5</td>
</tr>
<tr>
<td>20</td>
<td>Burst-free rate</td>
</tr>
<tr>
<td>21</td>
<td>Mean spikes per burst</td>
</tr>
<tr>
<td>22</td>
<td>Median spikes per burst</td>
</tr>
<tr>
<td>23</td>
<td>Mean intraburst frequency</td>
</tr>
<tr>
<td>24</td>
<td>Median intraburst frequency</td>
</tr>
<tr>
<td>25</td>
<td>Proportion of time in bursts</td>
</tr>
<tr>
<td>26</td>
<td>Proportion of spikes in bursts</td>
</tr>
<tr>
<td>27</td>
<td>Proportion of rebound bursts</td>
</tr>
<tr>
<td>28</td>
<td>Proportion of LTS bursts</td>
</tr>
<tr>
<td>29</td>
<td>Proportion of rebound LTS bursts</td>
</tr>
</tbody>
</table>

Table 1. Feature definitions


**Electrophysiology**

All recordings were done with the animal seated in a standard primate chair, with its head restrained. Recordings were only conducted if the animal was fully awake (verified by direct observation). The neuronal activity in GPe, GPi, and STN was recorded extracellularly with tungsten microelectrodes (Frederick Haer, Bowdoin, ME; impedance 0.5–1.0 MΩ at 1 kHz). The microelectrodes were lowered into the brain with a microdrive (MO-95B; Narishige, Tokyo, Japan) and the use of a guide tube that was positioned with its tip barely penetrating the surface of the brain to protect the electrodes as they passed through the dura. The electrical signals were amplified (DAM-80 amplifier; WPI, Sarasota, FL), filtered (400–10,000 Hz; Krohn-Hite, Brockton, MA), displayed on a digital oscilloscope (DL1540; Yokogawa, Tokyo, Japan), made audible via an audio amplifier, and recorded as digital signals with a video recording adapter (model 3000A; Vetter, Rebersburg, PA; sampling rate: 40 kHz). Neurons in the basal ganglia were identified by generally accepted characteristics such as high-frequency discharge with pauses in GPe, tonic high-frequency discharge in GPi, and tonic and regular discharge in an area of high background activity in the STN (see, e.g., DeLong 1971; Wichmann et al. 1994). We did not discriminate between specific functional territories within the basal ganglia in these recordings; thus records from motor and nonmotor areas were included in the analysis.

**Administration of MPTP**

After completion of recordings in the normal state, the animals received MPTP injected under general isoflurane anesthesia (1–3%) into the right common carotid artery with the external carotid artery
occluded, so that the toxin reached the brain via the internal carotid artery (0.5 mg/kg per injection; one monkey received 2 injections separated by 2 wk, while the other received a single injection). Both animals developed similarly obvious signs of moderate parkinsonism (bradykinesia, rigidity, flexed posturing of arm and leg) contralateral to the injections. The animals did not receive any dopaminergic medications throughout these experiments. The recordings in the parkinsonian state started 2 mo after the MPTP injection. Throughout the post-MPTP period, the behavioral state of the animals remained stable, as assessed with routine behavioral observations (Kliem et al. 2010; Soares et al. 2004; Wichmann et al. 2001). After stable parkinsonism was established, electrophysiological recordings resumed on the left side (contralateral to the MPTP administration).

**Histology**

At the conclusion of the experiments, the monkeys were killed by induction of deep anesthesia with an overdose of pentobarbital sodium, followed by transcardial perfusion with saline and 4% paraformaldehyde in 0.1 M phosphate buffer (pH 7.2). The brains were removed and cryoprotected in 30% sucrose solution in 0.1 M phosphate buffer. The fixed brain was sectioned in coronal planes (50 μm). One of every four sections was stained with cresyl violet for localization of microelectrode tracks. The results of the histological examinations are documented in our previous publication (Soares et al. 2004).

**Data Analysis: Preliminary Steps and Feature Extraction**

**Preliminary steps.** We included cells in the analysis only if the reconstruction of their location, based on stereotaxic information, micro-manipulator readings during the recordings, and the results of postmortem histological analysis, confirmed that they were located within one of the target structures (GPe, GPi, or STN). For inclusion in the analysis, cells also had to be adequately isolated throughout the record, as defined by a signal-to-noise ratio of their signals of 3 or greater. The recorded activity was processed with a template-matching spike sorting device (Alpha-Omega, Nazareth, Israel) that extracted the timing of spike occurrences. The data were stored as ISIs.

The ISI data were imported into MATLAB (MathWorks, Natick, MA) for further analysis. For confirmation of adequate signal isolation, we constructed ISI distribution histograms for quality control. In addition, raster displays of the spontaneous firing of each cell were carefully examined and episodes of stationary discharge were selected in a blinded fashion. As shown in detail in Table 2, the eventually processed data segments were 546.9 ± 146.4 s long (mean ± SD, range: 63–1,201 s) and included 31,932 ± 16,906 ISIs (range: 2,783–107,684 ISIs).

**Feature extraction.** The ISI data were used to extract different descriptors of neuronal discharge. In addition to basic features (average, standard deviation, and coefficient of variation of ISIs, firing rate), we analyzed the oscillatory properties of neuronal discharge within the spectral range of 1–100 Hz, as described in our previous publication (Soares et al. 2004). The power in portions of the spectrum was then integrated over the 1–3 Hz, 3–8 Hz, 8–13 Hz, 13–30 Hz, and 30–100 Hz regions of the spectrum and expressed as a proportion of the total spectral power in the 1–100 Hz range. We also calculated measures of entropy, following the algorithm proposed by Dorval et al. (parameters H1–H5 and zc1–zc5; see Dorval et al. 2008, 2010). In addition, we used the Poisson “surprise” method (Legendy and Saltzman 1985) to determine the onset and offsets of bursts in discharge in the recorded data streams, using a surprise value of 3 to identify bursts (Wichmann and Soares 2006). Bursts detected with this method were used to calculate the average and median number of spikes per burst, the average and median intraburst firing rate, the proportion of time that the cell spent bursting, and the proportion of spikes in bursts. We also examined all ISIs that were not part of bursts to determine the cell’s “background” (i.e., burst-free) firing rate. Each burst preceded by a long pause (i.e., an ISI that was at least 500 ms long) was classified as a “rebound burst,” and bursts following classic electrophysiological features of T-type calcium channel-dependent bursting (Zirh et al. 1998) were called “LTS” bursts. We then calculated the proportion of rebound bursts that fulfilled LTS burst criteria.

The surprise method can also be used to identify pauses in discharge (Elias et al. 2007). We initially used this fact to calculate the average pause duration and the SD of pause durations, the proportion of spikes that flanked pauses, and the proportion of time a cell spent in pauses. However, these data could not be used for the subsequent classification analysis (below), as many cells did not show pauses in their discharge.

Eventually, 29 features, available from all neurons in all three nuclei, were used for the classification analysis. These features were meant to encompass the characteristics typically used to analyze neuronal discharge, along with a few novel features. As such, the set contains some features that are linearly dependent. For instance, firing rate was included because it is historically the most commonly analyzed feature. However, the mean and standard deviation of ISIs were also included, as well as their combination (CV) to see how the individual features would compare to the combination of the two. The optimal feature selection method in this study allows ranking of the usefulness of combinations of the dependent features for discriminating between recordings from the parkinsonian and normal states.

**Data Analysis: Discrimination Between Neural Signals Recorded at Baseline and in the Parkinsonian State**

The general goal of the following data analysis steps was to identify combinations of the previously extracted features that would best discriminate between the normal and parkinsonian states. All analyses of the discrimination success were carried out with a support vector machine (SVM) classification method (see below). To find the optimal combination of features for each nucleus, individual features were cumulatively added to the SVM analysis, according to an order that was established by one of four methods that are described (and compared) below. The simplest method was a “naïve” feature selection approach in which we first determined the SVM discrimination performance for each feature individually and then added them one at a time in the order of their performance (from best to worst) into the feature set used for the eventual SVM discrimination. The second method ranked features based on their respective “F scores” (Chen

**Table 2. Basic data characteristics**

<table>
<thead>
<tr>
<th>Structure</th>
<th>State</th>
<th>No. of Cells</th>
<th>No. of Events</th>
<th>Length of Records, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPe</td>
<td>Normal</td>
<td>44</td>
<td>36,894.2 ± 16,194.1 (5,102–72,182)</td>
<td>554.3 ± 169.4 (72.1–842.3)</td>
</tr>
<tr>
<td></td>
<td>MPTP</td>
<td>40</td>
<td>26,157.2 ± 13,572.1 (9,108–71,191)</td>
<td>547.7 ± 126.0 (286.7–830.5)</td>
</tr>
<tr>
<td>GPi</td>
<td>Normal</td>
<td>33</td>
<td>38,073.7 ± 14,633.9 (5,182–61,656)</td>
<td>523.0 ± 151.7 (63.3–644.8)</td>
</tr>
<tr>
<td></td>
<td>MPTP</td>
<td>34</td>
<td>44,380.6 ± 17,070.5 (12,689–107,684)</td>
<td>568.9 ± 159.0 (164.9–1,201.2)</td>
</tr>
<tr>
<td>STN</td>
<td>Normal</td>
<td>15</td>
<td>11,260.9 ± 5,379.7 (2,783–23,626)</td>
<td>498.4 ± 166.1 (73.4–671.7)</td>
</tr>
<tr>
<td></td>
<td>MPTP</td>
<td>28</td>
<td>21,104.3 ± 7,594.6 (8,054–37,870)</td>
<td>561.8 ± 95.2 (225.5–640.9)</td>
</tr>
</tbody>
</table>

Values for number of events and length of records are means ± SD with ranges in parentheses. GPe, external pallidal segment; GPi, internal pallidal segment; STN, subthalamic nucleus; MPTP, 1-methyl-4-phenyl-1,2,3,6-tetrahydrodipropidine.
and Lin 2006), the third method explicitly considered feature relevance and redundancy, and the fourth was an empirical iterative method that we refer to as the “best n features” method. All feature selection methods were implemented with custom MATLAB scripts.

SVM discrimination. SVMs optimize the separation between classes of data (such as data generated in the normal and parkinsonian states) in an N-dimensional feature space by choosing a class boundary that maximizes the margin between points from each class that lie closest to the boundary. The fractional correct SVM discrimination (discrimination performance) is then the fraction of data points separated into the correct classes with the chosen boundary. In this study, SVMs were used to optimize class separation for features individually (N = 1), for reduced subsets of features (1 < N < 29), and for the total number of features in the data set (N = 29) in order to compare how different number and composition of features affected the discrimination performance. To reduce the potential for overfitting, the data were divided into training and test sets containing equal proportions of normal and parkinsonian data. The SVM classifier was trained (i.e., the boundary was chosen) with the training data. The discrimination performance was then evaluated by applying the trained classifier to the test data. The method of “5-fold cross-validation” was used for selecting the training and test sets. This method repeatedly divides the data into 5 different subsets of equal size, and each subset is tested with the classifier trained on the remaining 4 subsets (Hsu et al. 2003). Classification of data that are not linearly separable in standard N-dimensional feature space can be performed through use of a nonlinear kernel, such as the radial basis function (RBF; see Theodoridis and Koutoumpas 2008). The RBF kernel was employed for the analysis in this study not only because it allows nonlinear classification but also because it has been successfully used in other studies involving the classification of neuronal discharge (Garrett et al. 2003). Our SVM algorithms were implemented with the LIBSVM library of MATLAB scripts, with α and γ parameters optimized via a search over a set of discrete (α, γ) points in a bounded region (grid search; see Chang and Lin 2001).

F score method. One of the methods used to generate a rank order of features for the subsequent SVM classification was the F score method. For a given set of features x.{i}, i = 1 . . . N related to two classes denoted by ‘1’ and ‘2’, the F score is defined as

\[ F(i) = \frac{1}{m' - 1} \sum_{i=1}^{m'} (x_{ij}^1 - \bar{x}_j^1)^2 + \frac{1}{m'' - 1} \sum_{j=1}^{m''} (x_{ij}^2 - \bar{x}_j^2)^2 \]

For our study, the data were either recorded in the normal or the parkinsonian state; hence the two classes were “normal” and “parkinsonian” while the features were the i = 1 . . . 29 features described previously. The numerator of the F score for each feature was computed by summing the square of the difference between the mean of the “normal” feature data and the overall mean of the feature data (from both classes) and the square of the difference between the mean of the “parkinsonian” feature data and the overall mean of the feature data. Similarly, the denominator summed the variances for the “normal” and “parkinsonian” feature data for each feature. The end result was an F score for each feature, indicating how well that feature separated the two classes of data. Higher F scores reflect features with good separation relative to the uncertainty (variance) of the feature. The features were ranked from highest to lowest F score and added in a cumulative manner to the SVM discrimination process.

Relevance and redundancy method. The F score approach does not reveal mutual information between features (Chen and Lin 2006), a problem that can lead to incorporation of redundant features in a given feature selection algorithm. To overcome this disadvantage, we tested a feature ranking method that considers the relevance and redundancy (Yu and Liu 2004) of the selected features. For this approach, an SVM classifier was used to estimate the relevance of each feature, along with a cross correlation coefficient measure between features to estimate its redundancy with other features. Visual inspection of the cross correlation map (Fig. 1) to gain insight into the feature selection process was a helpful aspect of this method. The relevance score for each feature was defined as its individual RBF SVM discrimination performance, P{R}, between the normal and parkinsonian states. The standard Pearson correlations, r{ij}, were selected as the basis for the redundancy measure, where

\[ r_{ij} = \frac{\sum_{k=1}^{m} (x_{ik} - \bar{x}_i)(x_{jk} - \bar{x}_j)}{\sqrt{\sum_{k=1}^{m} (x_{ik} - \bar{x}_i)^2 \sum_{k=1}^{m} (x_{jk} - \bar{x}_j)^2}} \]

The absolute values of the Pearson correlations for each feature versus each of the other features were summed, normalized, and subtracted from 1 to obtain a score ranging from 0 (maximum redundancy) to 1 (no redundancy):

\[ R_i = 1 - \frac{1}{N-1} \sum_{j=1}^{N} |r_{ij}| \]

Next, the relevance and redundancy scores were added, and the features were ranked from high to low on the basis of this composite score (C{R} = P{R} + R). The features were then incorporated in a cumulative manner into the SVM discrimination process on the basis of their C{R} ranking.

“Best n features” method. The “best n features” method used an empirical iterative process that selected the individual feature providing the highest fraction of correct SVM discrimination as the first optimal feature. At each subsequent step, an exhaustive search was used to find the j features (singly, j = 1, or pairwise, j = 2) that provided the most improvement in composite SVM discrimination, with features considered in order of their individual SVM discrimination performance. The j features that provided the most improvement at each step were then added to the best feature list, and the process was repeated until all features were included. This required computing the SVM discrimination achieved by incorporating all possible combinations of j features over all n remaining features for each step \( \binom{m}{j} \). After all 29 features were included, the list of ordered features was then truncated to the 1 through n features necessary to reach the point of maximum SVM discrimination, i.e., the “best n features.”

RESULTS

Data Set

The data set consisted of data from GPe, GPi and STN, recorded before and after treatment of the animals with MPTP. The basic data characteristics are shown in Table 2. The Pearson correlation between features (Fig. 1) gives a qualitative overview of the discriminability of the data. In Fig. 1, varying patterns of feature correlation can be seen between the normal (Fig. 1, left) and parkinsonian (Fig. 1, right) states in GPe, GPi, and STN. Note the large contrast between features based on STN data from the normal state compared with features based on STN data from the parkinsonian state, the two classes of data that yielded the best discrimination results in all of the discrimination algorithms tested here (see below).

Discrimination Achieved Using Results of Different Feature Ranking Algorithms

Figure 2 shows the ranking of features obtained by using the four different feature selection processes, applied to data from GPe. For each method in Fig. 2, the x-axis lists the features in the rank order determined by the respective feature selection algo-
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Fig. 1. Pearson correlation between features in normal (left) and parkinsonian (right) states for external pallidal segment (GPe, top), internal pallidal segment (GPI, middle), and subthalamic nucleus (STN, bottom). See Table 1 for definitions for features 1–29. The strengths of the correlation between features on the x-axis with those on the y-axis are color-coded.

The algorithm and the line shows the performance achieved by incorporating the k best-performing features, for k = 1…29. The naive feature selection approach (Fig. 2A) achieved a peak performance of 80% for the GPe data, 79% for the GPI data, and 86% for the STN data. As in all parts of Fig. 2, Fig. 2A shows that the addition of certain features (even those ranked highly by these methods) actually reduced the cumulative discrimination performance.

Figure 2, B and C, illustrate the respective discrimination performance when features were added to the SVM analysis in the rank order as indicated by the F score and the relevance and redun-
dancy methods. For both, the maximal level of discrimination was greater than or equal to that possible with the naive method.

Finally, Fig. 2D demonstrates the results of the “best n features” method (without truncation). Adding iteratively the single feature that gave the most improvement in discrimination increased the discrimination success beyond that achieved with the other methods. Additional increases were seen by bringing in the two best features at each step (pairwise “best n features”). This method resulted in a performance curve that peaked at 91% for the GPe data (10 features), 86% for the GPi data (10 features), and 95% for the STN data (6 features). Note that the performance increased until a maximum was reached and then declined, indicating that no additional discrimination capability was provided by the remaining features. The higher peak and the monotonically increasing and then decreasing nature of the performance curve led us to choose the optimal features selected with this method for further analysis. Table 3 shows the feature sets that yielded the maximum performance with this approach for each nucleus.

### Table 3. Features selected by “best n features” algorithm

<table>
<thead>
<tr>
<th></th>
<th>GPe</th>
<th>GPi</th>
<th>STN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firing rate/ISI statistics</td>
<td>CV of ISIs, firing rate</td>
<td>CV of ISIs</td>
<td>1–3 Hz, 8–13 Hz, 30–100 Hz</td>
</tr>
<tr>
<td>Fractional spectral power</td>
<td>1–3 Hz, 8–13 Hz, 13–30 Hz</td>
<td>1–3 Hz, 13–30 Hz</td>
<td></td>
</tr>
<tr>
<td>Entropy measures</td>
<td>H1, H2</td>
<td>H1, zc1</td>
<td>Median intraburst frequency, proportion of rebound bursts, proportion of rebound LTS bursts</td>
</tr>
<tr>
<td>Burst statistics</td>
<td>Mean intraburst frequency, proportion of spikes in bursts, proportion of LTS bursts</td>
<td>Mean intraburst frequency, mean spikes per burst, median spikes per burst, proportion of spikes in bursts, proportion of LTS bursts</td>
<td></td>
</tr>
</tbody>
</table>

Top selected features are in bold.
The single feature discrimination performances also varied widely between the different nuclei for some features. Figure 3B shows a comparison of the discrimination performance of combinations of features, added in order of their ranking by the different feature selection algorithms used in this study. For each approach, the results reflect the performance obtained by including the set of features that produced the highest discrimination level in the respective performance graph. When the full set of 29 features was used (“all features” in Fig. 3B), 81% correct discrimination between the normal and parkinsonian states was achieved for the cells in the STN data set and 79% was achieved for both the GPe and GPi data sets. Although each of the methods for feature selection improved on the “all features” approach, Fig. 3B shows that the pairwise “best n features” method generated the rank order of features that resulted in the best discrimination performance.

The top features selected with each of the associated methods were not necessarily the same. However, within a particular nucleus, many features were seen to be common across methods. For example, in the GPe data, 3 of the top 11 features (features 4, 7, 8) were common across all methods, with feature 7 (spectral power in the 8–13 Hz band) being the strongest. Four of the remaining eight features were common among three methods (features 10, 11, 25, 26). For the GPi data, 3 of the top 11 features appeared in all four methods (features 21, 22, 28), with feature 28 (proportion of LTS bursts) as the strongest feature. Four of the remaining eight features were common among three methods (features 3, 24, 25, 26). In the STN data, 6 of the top 11 features...
appeared in all methods (features 4, 7, 14, 20, 23, 24), with feature 24 (median intraburst frequency) being the single strongest feature.

**Top Features for Each Nucleus**

Figure 4 shows scatterplots of the two top-ranked features for discrimination for each of the three nuclei, as selected by the “best n features” method. Although more than two features were necessary for peak discrimination, the two-dimensional scatterplots provide a visual indication of how the neuronal discharge patterns changed in the parkinsonian state and how much discrimination is achievable using only the two features that were most changed. Standard linear discrimination analysis (LDA) of the two-dimensional data yielded 76% discrimination for the GPe, 71% for the GPi, and 82% for the STN data (dashed lines in Fig. 4 show LDA discrimination). As can be seen, the top features in each nucleus were related to either bursting or fractional spectral power. For GPe, the top two features were the fractional spectral power in the 8–13 Hz (feature 7) and 1–3 Hz (feature 5) bands. Under baseline conditions, the mean 8–13 Hz fractional power was 0.03 ± 0.016 (i.e., ~3% of the entire power in the 1–100 Hz range was in this band; mean ± SD). Under parkinsonian conditions, the mean increased to 0.06 ± 0.041. The mean 1–3 Hz fractional power decreased from 0.04 ± 0.026 (baseline) to 0.03 ± 0.016 (parkinsonism). For the GPi data, the two highest-ranking features were the fraction of LTS bursts (feature 28) and the mean intraburst frequency (feature 23). Under baseline conditions, the fraction of LTS bursts was 0.27 ± 0.059 (i.e., 27% of all bursts were designated as LTS bursts). In the parkinsonian state, the mean decreased to 0.20 ± 0.070. The mean intraburst frequency increased from 185.0 ± 41.147 spikes/s at baseline to 204.0 ± 43.881 spikes/s in the parkinsonian state. For the STN data, the two top features were the median intraburst frequency (feature 24) and the spectral power in the 8–13 Hz band (feature 7). Under baseline conditions, the median intraburst frequency was 74.37 ± 24.934 spikes/s. Under parkinsonian conditions, the mean increased to 119.15 ± 33.599 spikes/s. The mean fractional power in the 8–13 Hz range increased from 0.05 ± 0.012 (baseline) to 0.08 ± 0.028 (parkinsonism). The minimum and maximum values and the data distributions for the top two features from each nucleus can be seen in the scatterplots in Fig. 4. The individual (and 2-dimensional) feature distributions for the baseline and parkinsonian conditions overlapped. However, as seen in Fig. 2D, the ability to discriminate between the data increased as more features were included.

Although increased bursting occurred in all three nuclei, the observed changes differed between the STN and the two pallidal segments. The GPe and GPi data showed a large increase in the average proportion of spikes in bursts (feature 26), while in STN the major effect was the increased intraburst frequency. The median intraburst frequency (feature 24) increased by ~60% in the STN in the parkinsonian state compared with the normal condition, although the average proportion of spikes in bursts only increased by ~7%. In contrast, the median intraburst frequency in the GPe decreased by 16% while the average proportion of spikes in bursts increased by 80% in the parkinsonian state. In the GPi, the median (and mean) intraburst frequency increased by 10% while the average proportion of spikes in bursts increased by 50%.

Some spectral characteristics were shared between nuclei, while other spectral features showed significant differences. For example, the 30–100 Hz fractional spectral power in each band for GPe, GPi, and STN was reduced while the fractional power in the 3–30 Hz frequency bands was higher in the parkinsonian state. In the GPi, characteristics of burst discharges (features 23–26) and fractional spectral power in...
the 3–100 Hz frequency bands (features 6–9) were not significantly correlated in either the normal or the parkinsonian state \((P \geq 0.1)\). In the GPe, these sets of features were related, but the significance (and direction) of correlation between them was similar for both states \([P \leq 0.008; 30–100 \text{ Hz (negatively correlated with bursting), 3–8 Hz and 8–13 Hz (positively correlated with bursting)}]\). Thus there was no parkinsonism-related change in the relationship between burst features and spectral power in either pallidal segment. This was different for the STN, however. In this nucleus, the intraburst frequency (features 23 and 24) and the power in the 3–100 Hz bands were not correlated under normal conditions \((P > 0.3)\); see flat solid least-square fit lines in Fig. 5). In contrast, in the parkinsonian state the intraburst frequency correlated negatively with the power in the 30–100 Hz band \((P = 0.002, \text{Fig. 5A, dashed line})\) and positively with the power in the bands between 3 and 30 Hz \([P = 0.01 \text{ for } 3–8 \text{ Hz (Fig. 5B), } P = 0.009 \text{ for } 8–13 \text{ Hz, and } P = 0.04 \text{ for } 13–30 \text{ Hz}].\)

**Reproducibility of Results**

Recognizing the importance of reproducibility in generating a set of best features for each nucleus, we reran the “best \(n\) features” algorithm using half of the data, randomly selected, for training and optimizing parameters and then used SVM prediction to classify the other half of the data. We then repeated the process, swapping the training and testing data sets. As can be expected, the performance results were slightly lower (81–83% for the GPe data set, 68–75% for the GPe data set, and 77–86% for the STN data set), but the list of best features did not change significantly. In particular, the top features for each nucleus remained the same.

**Discrimination Between Nuclei**

We also explored whether the “best \(n\) features” method could be used to discriminate single-cell spiking recorded in the different nuclei. Under baseline conditions, the discrimination between GPe and GPi was 83.1%, between STN and GPe was 98.3%, and between STN and GPi was 100%. The top features for discrimination were for GPe/GPi zc3, CV of ISIs, H3, SD of ISIs, and mean spikes per burst; for STN/GPe median intraburst frequency, 13–30 Hz power, and firing rate; and for STN/GPi H1, zc5, and firing rate. In the parkinsonian condition, the corresponding accuracies were 89.1%, 97.0%, and 96.8%, respectively. Concerning the GPe/GPi discrimination, the best features were mean intraburst frequency, 13–30 Hz power, and mean ISI; for STN/GPe discrimination, the best features were 13–30 Hz power, H1, and zc1; and for STN/GPi discrimination, the best features were 13–30 Hz power, median intraburst frequency, and zc2.

**DISCUSSION**

We found that SVM discrimination between ISI features from extracellular recordings in the STN, GPe, and GPi allowed successful discrimination between the normal and parkinsonian states and between the three nuclei in monkeys.

Combining the SVM discrimination techniques with optimal feature selection methods enabled quantitative analysis of the most changed features, and the relationships between them, in the three basal ganglia regions under dopamine depletion conditions. As seen in Fig. 3B, the “best \(n\) features” method provided the highest discrimination percentages of the feature selection approaches tested. The top features identified by that method were also highly ranked by most of the other methods, adding to our confidence that the features identified and discussed below are important for distinguishing between the normal and parkinsonian conditions.

**Best Feature Sets for Discriminating Between Normal and Parkinsonian States in Different Basal Ganglia Nuclei**

As shown in Table 3, the set of best features included multiple categories of features for all three basal ganglia nuclei, reinforcing the idea that it is relevant to examine different aspects of cellular activity to gain optimal information. As suggested by the summary results, the best number of features for this type of discrimination may be \(\sim 6\)–10. The optimal feature sets did not include all features in any one category, indicating that some of the features in each category were redundant (and were thus removed). For example, opti-
normal feature lists included the ISI CV (feature 3) but not the ISI mean and standard deviation (features 1 and 2), likely because the former is a linear function of the latter two.

The feature categories most relevant for discrimination were the bursting statistics and fractional power of oscillations (spectral power), although firing rate/ISI statistics and entropy measures were also useful. Interestingly, the relationship between oscillatory activities and bursting may be different in the STN and the GPe/GPi. The burst statistics indicated that, although increased bursting occurs in all three nuclei in the parkinsonian state, the effect in the STN was an increase in intraburst frequency while the GPi and GPe data showed larger increases in the proportion of spikes in bursts.

Our analysis showed that the fractional spectral power in the 8–13 Hz and 13–30 Hz bands was higher on average in the parkinsonian condition for all three nuclei, agreeing with previous findings of prominent oscillations in the beta band in the parkinsonian state (see, for instance, Bergman et al. 1994; Hammond et al. 2007). The STN intraburst frequency feature was not correlated to the oscillatory power in these frequency bands at baseline (normal) but under parkinsonian conditions became positively correlated for bands between 3 and 30 Hz and negatively correlated for the 30–100 Hz band. This significant change in the correlation between bursting and spectral power is likely the reason that better discrimination was possible for the STN compared with GPe and GPi data. It also suggests a link between the increased burst intensity of STN neurons and the parkinsonian profile of increased beta and reduced gamma oscillations.

Although increased fractional spectral power in the 3–30 Hz frequency bands was also seen in GPe and GPi, the magnitude and direction of correlation between burst features and fractional spectral power in these structures did not change significantly in the parkinsonian state compared with the normal state.

We found that the proportion of LTS bursts (feature 28), the top-ranked feature for GPi discrimination, was smaller in the parkinsonian state than in the baseline condition in the GPi data, indicating that, at least for GPi cells, the increased bursting is substantially different from typical LTS bursting activity. This result may be understandable by the fact that LTS bursts tend to be associated with increased membrane hyperpolarization. While several structures within the basal ganglia-thalamocortical network of connections are hypothesized to be subject to greater phasic or tonic GABAergic inhibition and may thus be prone to develop LTS bursts, this is not the case for GPi, which, according to the classic models of basal ganglia activity changes in Parkinson’s disease, is instead subject to an increased excitatory drive from the STN (see, e.g., Galvan and Wichmann 2008).

As seen in Table 3, three of the most relevant features from the GPe and GPi data sets were based on measures of entropy (features 10, 11, and 15). H1 (feature 10) is the entropy calculated considering only single ISIs, while H2 (feature 11) takes all sets of two consecutive ISIs into account. zc1 (feature 15) is calculated by extrapolating the entropy to infinite signal length through regression of H1 (see Dorval et al. 2010). The entropy features indicate the general level of variability in the cell firing (Brown et al. 2004). It is interesting to note that entropy features did not appear in the STN “best” feature set even though the STN data allowed the best overall discrimination. Even for GPi and GPe, entropy measures did not appear in the top two features. Thus, while measures of entropy may be helpful when used in conjunction with other features, they do not perform as well as other features for the type of discrimination performed in this study and, if the ease of discrimination is considered a proxy for importance, may be less important than other features.

Although basic descriptors of firing were not top-ranked features for any nucleus, the firing rate and mean, standard deviation, and CV of the ISIs ranked fairly high in the single feature discrimination performance for all nuclei (see Fig. 3A, features 1–4). In our study, no firing rate-related features were necessary for optimal discrimination of the STN data; however, the CV of the ISIs (feature 3) was included in the optimal feature lists for both the GPe and GPi data sets (see Table 3). These features continue to be widely used in models of the pathophysiology of parkinsonism, perhaps in part because they are easily quantifiable smoothed statistics that reflect the underlyling bursting activity that this study found most relevant for distinguishing between the normal and parkinsonian states.

Our analysis showed that the optimal feature sets differed substantially between neurons recorded in the different structures. Discriminating neurons recorded in the normal and parkinsonian states was easiest for the STN data, possibly because of the previously discussed significant correlation between the median intraburst frequency and spectral features that occurs under parkinsonism. Records from GPe and GPi were consistently more difficult to categorize, resulting in lower rates of correct discrimination. These differences are likely due to the different membrane properties, afferent cortical connections, and receptor and neurotransmitter distributions found in the GPe, GPi, and STN nuclei. The different optimal feature sets hint at the general response properties of the cell types under parkinsonian conditions. Whereas the STN cells have a clearly discernible pattern of increased intraburst frequency and spectral changes, the pallidal cell responses appear to be more varied and complex.

Discrimination Between Nuclei

Trained investigators can easily distinguish between STN, GPi, and GPe activities, using online audio representations or oscilloscope displays of single-cell activities recorded from these nuclei. The analysis of the internuclear discrimination of the chosen analysis method was therefore included as a “positive control” experiment, demonstrating that the analytical methods are capable of discriminating GPe, GPi, and STN activities. Not surprisingly, the discrimination between the relatively slow-firing STN cells and the high-frequency pallidal cells was found to be excellent, while distinction between the two (relatively similar) pallidal segments was less accurate. In all cases, three to five features were adequate for maximum discrimination. However, the best features for discriminating between nuclei differed between the control and parkinsonian states, supporting the notion of significant parkinsonism-related changes of single-cell activities in these nuclei. Note that, in the parkinsonian state, discrimination between the STN and GPi became less accurate while discrimination between the GPe and GPi became more accurate.
Conclusions

Using multiple feature selection methods tested against a set of neuronal discharge features from three basal ganglia regions, we found that the features that most effectively discriminate the neuron activity in the parkinsonian and normal states differ between the STN and the two segments of the globus pallidus. Although the reasons for these differences remain speculative, it is possible that the cellular responses are strongly influenced by local factors, such as the membrane properties of specific groups of cells, or by the synaptic connections between the recorded neurons and their respective afferents. Concentration on any one feature of single-cell firing (such as firing rates or oscillatory properties) to characterize the parkinsonian state in all nodes of the basal ganglia-thalamocortical network is less accurate than an analysis of multiple nucleus-specific descriptors to predict changes of activity patterns in the basal ganglia-thalamocortical network.
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