Prestimulus frontal-parietal coherence predicts auditory detection performance in rats

Linnea Herzog, Kia Salehi, Kaitlin S. Bohon, and Michael C. Wiest
Neuroscience Program, Wellesley College, Wellesley, Massachusetts

Submitted 4 September 2012; accepted in final form 24 February 2014

Herzog L, Salehi K, Bohon KS, Wiest MC. Prestimulus frontal-parietal coherence predicts auditory detection performance in rats. J Neurophysiol 111: 1986–2000, 2014. First published February 26, 2014; doi:10.1152/jn.00781.2012.—Electrophysiology in primates has implicated long-range neural coherence as a potential mechanism for enhancing sensory detection. To test whether local synchronization and long-range neural coherence support detection performance in rats, we recorded local field potentials (LFPs) in frontal and parietal cortex while rats performed an auditory detection task. We observed significantly elevated power at multiple low frequencies (<15 Hz) preceding the target beep when the animal failed to respond to the signal (misses), in both frontal and parietal cortex. In terms of long-range coherence, we observed significantly more frontal-parietal coherence in the beta band (15–30 Hz) before the signal on misses compared with hits. This effect persisted after regressing away linear trends in the coherence values during a session, showing that the excess frontal-parietal beta coherence prior to misses cannot be explained by slow motivational changes during a session. In addition, a trend toward higher low-frequency (<15 Hz) coherence prior to miss trials compared with hits became highly significant when we re referenced the LFPs to the mean voltage on each recording array, suggesting that the results are specific to our frontal and parietal areas. These results do not support a role for long-range frontal-parietal coherence or local synchronization in facilitating the detection of external stimuli. Rather, they extend to long-range frontal-parietal coherence previous findings that correlate local synchronization of low-frequency (<15 Hz) oscillations with inattention to external stimuli and synchronization of beta rhythms (15–30 Hz) with voluntary or involuntary prolongation of the current cognitive or motor state.
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detection of a sensory signal is arguably the most fundamental perceptual ability. Although neurophysiologists have studied sensory detection for decades (Naatanen and Picton 1987; Palva et al. 2005; Picton and Hillyard 1974), its cellular brain mechanisms have yet to be fully characterized in primates (de Lafuente and Romo 2005, 2006), rodents (Broussard et al. 2006; Carandini and Churchland 2013), or any animal. In humans and other primates, detection in multiple sensory modalities is believed to rely on a frontal-parietal network that subserves attention and detection including conscious perception (Naghavi and Nyberg 2005). The frontal and parietal cortex are specifically active during a number of different attention and detection tasks, across sensory modalities, as shown by both positron emission tomography (Corbetta et al. 1993; Coull et al. 1996; Pardo et al. 1991) and functional magnetic resonance imaging (Coull and Nobre 1998; Fritz et al. 2007; Mayer et al. 2006; Shomstein and Yantis 2006; Wu et al. 2007). Lesions of parietal or frontal cortex in both humans and monkeys cause impairments in attention (Posner 1980), and there are numerous anatomical connections between frontal and parietal cortex in the primate brain (Marconi et al. 2001). Specifically, prefrontal (Pardo et al. 1991), dorsal supplementary motor (Coull et al. 1996), and premotor (Pesaran et al. 2008) frontal areas were among those implicated in target detection and functional coupling with parietal areas. An analogous frontal-parietal network for detection of behaviorally relevant stimuli may exist in rats. Lesions of medio-dorsal frontal cortex (King and Corwin 1990; Vargo et al. 1988) or posterior parietal cortex (King and Corwin 1993) produce visual and auditory neglect. Single-unit recordings in posterior parietal cortex suggest that neurons there signal detection of a target visual stimulus (Broussard et al. 2006), and this area is known to have anatomical connections to the medial dorsal frontal cortex (Reep et al. 1994; called Fr2 in that paper). However, it remains unclear whether the frontal (Uylings et al. 2003) or posterior parietal (Rosner and Mittleman 1996; Ward and Brown 1997) cortex of rats is homologous to that of primates. Establishing the rat as a model of the primate detection network would be valuable because the cellular mechanisms are potentially more accessible to experimental manipulation in rodents (Carandini and Churchland 2013; Hromádka and Zador 2007) and the rodent is rapidly becoming an important model for many behavioral and neural processes that historically have been addressed in primates (Andermann et al. 2011; Carandini and Churchland 2013; Kerlin et al. 2010; Meier et al. 2011; Meier and Reinagel 2011). We were therefore interested in better characterizing interactions between these frontal and parietal areas during rats’ sensory detection behavior.

Local and interarea oscillatory neural synchronization at various frequencies have been proposed as potential mechanisms for modulating interarea functional connectivity for routing, modulating, or binding distributed representations (Bollimunta et al. 2011; Buffalo et al. 2011; Cooper et al. 2003; Gregoriou et al. 2009b; Jones et al. 2010; Kolev et al. 2001; Macdonald et al. 2011; Mazaheri et al. 2011; Melloni et al. 2007; Niedermeyer 1997; Palva and Palva 2007; Raghavachari et al. 2001; Ray and Cole 1985; Sauseng et al. 2005; Scheeringa et al. 2011; Singer 1999, 2011; Tiesinga et al. 2004; Womelsdorf and Fries 2007; Worden et al. 2000). Long-range neural coherence between frontal cortical areas and parietal sensory areas in particular has been reported to be modulated during attentional tasks in monkeys (Buschman and Miller 2007; Gregoriou et al. 2009b) and during sensory detection in humans (Guntkin and Basar 2010; Melloni et al. 2007).
Task-relevant coherence across areas has also been observed in rats and cats during tasks that require processing external stimuli (Fries et al. 2008; Gutierrez et al. 2010; Jones and Wilson 2005a, 2005b; Koralek et al. 2013; Pesaran et al. 2008; Siapas et al. 2005; von Stein and Sarnthein 2000), but to our knowledge frontal-parietal coherence has not been investigated in rats during sensory detection behavior.

To better characterize the frontal-parietal network in rats, and further assess their potential applicability to the primate system, we used multielectrode arrays to simultaneously record local field potentials (LFPs) from medio-dorsal frontal and posterior parietal cortex in rats performing a simple auditory detection task that prompted them to respond to an unpredictably timed target tone by licking for water reward. To test the hypothesis that frontal-parietal coherence at particular frequencies is elevated prior to successful detection of signal beeps, we compared frontal-parietal LFP coherence prior to the signal on “hit” trials, which elicited a behavioral response from the rat, with “miss” trials. If high coherence in the frontal-parietal network improves detection of the target tones, prestimulus coherence would on average be higher before hit trials (successful behavioral detection) than before misses (failure to respond to target stimulus). Against this prediction, we observed significantly elevated frontal-parietal coherence before miss trials, in the beta band (15–30 Hz). In addition, local power and interarea coherence at frequencies below 15 Hz were also associated with miss trials. These effects survived a regression to subtract out potential slow changes in coherence associated with waning motivation toward the end of a session, so they reflect trial-to-trial variations in brain state that bias the probability of successful detection.

MATERIALS AND METHODS

Animals

Neurophysiological data were obtained from nine male Long-Evans rats (Rattus norvegicus, 500–700 g; Charles River Laboratories, Wilmington, MA). The animals were housed in pairs (before surgery) or individually (after surgery) on a 12:12-h light-dark schedule (lights on at 6 AM/off at 6 PM). Training took place once per weekday during either a morning (10 AM) or an afternoon (1:30 PM) session. Approximately 1 h after training, rats received free access to water for 15–20 min. Rats were allowed free access to water over the weekend. All rats were weighed daily during water scheduling to ensure that body weight did not drop below 85% of ad libitum weight, as measured after 48 h of free access to water. If this happened, rats temporarily ceased training and were given free access to water until their weight reached their ad libitum weight the previous Sunday. All rats were allowed food ad libitum.

All procedures were approved by the Wellesley College Institutional Animal Care and Use Committee, in accordance with the guidelines set by the Association for Assessment and Accreditation of Laboratory Animal Care International (AAALAC).

Auditory Detection Task

Behavioral training and LFP recording took place in a standard operant chamber (80003NS, Lafayette Instrument). Rats were trained to lick at a lickometer in order to receive a water reward. Auditory stimuli (2,500 Hz, 75 dBa, 100-ms duration) were generated at randomly varying intervals by ABET-II software (Lafayette). After each beep, the rat was able to obtain water for 3 s, followed by another 3 s in which the rat could keep licking without penalty. Licks that took place in the intertrial interval after this 6-s window were penalized by a 10-s penalty period before a new trial could be generated. Trials during which the rat received water were classified as hit trials, while trials during which the rat did not receive water were classified as miss trials. Training or recording sessions typically lasted 30–60 min.

Multielectrode Array Implantation Surgery

Rats were removed from water scheduling at least 3 days before surgery. For implantation surgery, rats were anesthetized with isoflurane (1–2% in O2) and placed in a stereotaxic apparatus. Chronic 32-microelectrode arrays (Innovative Neurophysiology) were implanted in right frontal (2.0 mm anterior to bregma, 0.75 mm dextro-lateral to the midline, and 1.5 mm beneath the brain surface) and right parietal (4.15 mm posterior to bregma, 3.5 mm dextrolateral to the midline, and 1.2 mm beneath the brain surface) cortex. The frontal array was a 2 × 16 grid and the parietal array a 4 × 8 grid, both with an interelectrode spacing of 150 μm and a row spacing of 300 μm. Arrays were fixed in place with dental cement. After surgery, rats were allowed to recover for 1 wk with ad libitum access to food and water. All rats were weighed and assessed for signs of pain daily for 1 wk after surgery.

Electrophysiological Recordings

LFP activity was recorded with a Cerebus Data Acquisition System (Blackrock Microsystems) at a 1,000-Hz sampling rate and band-pass filtered off-line between 0.5 and 250 Hz. Headstage amplifiers were Triangle Biosystems International M62 (input impedance 50 MΩ at 1 kHz; 19 recording sessions) or Blackrock Cereplex digital M64 (input impedance >10 GΩ, 3 pF; 6 recording sessions). The LFPs were referenced to anterior and posterior skull screws that made contact with cerebrospinal fluid. In one coherence analysis (noted in RESULTS), frontal and parietal LFPs were referenced to the average of the frontal and parietal arrays, respectively. Analysis of LFPs was done in MATLAB (MathWorks) as described below.

Data Preprocessing

Computer memory constraints prevented us from analyzing pairwise coherences among all 64 simultaneously recorded electrodes at once. We sampled every other electrode for our analysis, that is, 31 even-numbered channels from each session. Because channels sometimes malfunctioned in the recording headstage or in the implanted arrays themselves, or rat movements could lead to mechanical recording artifacts, we devised an automated procedure for eliminating bad channels and bad trials. Trials in which the signal exceeded ± 1.5 mV or contained a flat line in the time period of interest were discarded. Sixty-hertz line noise was removed with rmlinesc.m from the Chronux Spectral Analysis Toolbox (Bokil et al. 2010). If >35% of trials at a particular electrode were discarded, then the whole channel was discarded from the analysis as potentially corrupt. If <75 trials in a session remained after artifact trials were discarded as described above, then the session was omitted from the analysis. This procedure resulted in the rejection of 11% of recorded LFP channels and 16% of trials on the remaining electrodes for movement or other artifacts, on average, such that the average number of LFPs was 28 and the average number of trials was 231 per session. After data preprocessing, trials were sorted into successful signal detections (hits) and failures to respond (misses).

Power Spectra and Coherence Analysis

Power spectra were calculated at each frontal or parietal electrode for the 500 ms before auditory stimuli with a multitaper Fourier transform (Chronux Spectral Analysis Toolbox; mtsspectrmc.m) (Bokil et al. 2010). Spectrograms were also calculated with a sliding
500-ms window in 50-ms steps, comprising 1 s before to 1 s after the auditory target. The time-bandwidth product and number of tapers were set to [5 9] for spectral analysis including the coherence calculations described below. With a 500-ms analysis window and a 1,000-Hz sampling rate, these parameters result in spectra with frequency bins ~2 Hz wide. We focused our analysis on frequencies up to 50 Hz.

Interarea coherence was calculated for all frontal-parietal electrode pairs for the 500 ms before auditory stimuli with a multitaper Fourier transform (Chronux Spectral Analysis Toolbox; coherency.m) (Bokil et al. 2010). Coherergams were also calculated with a sliding 500-ms window in 50-ms steps, comprising 1 s before to 1 s after the auditory target.

The difference between the coherence spectrum for hit trials and that for miss trials was calculated with the signal coherence for each trial averaged over interarea electrode pairs.

To compare coherence values on hit and miss trials from individual sessions, we first transformed coherence values with a hyperbolic tangent function so that the values would be normally distributed (Bokil et al. 2007). The transformed coherence values were compared with a two-tailed unpaired \( t \)-test to assess whether coherence in each frequency bin on hit trials was significantly different from misses. An analogous procedure was used for testing differences between hit and miss power spectra, except that the spectral power values were transformed by a logarithm (Bokil et al. 2007). To distinguish regions in the time-frequency plots (spectrograms and coherergams) or count sessions in which higher coherence was associated with hits or misses, respectively, we used one-tailed paired \( t \)-tests based on the variability across sessions.

**Choice Probability Calculation**

To quantify how well coherences averaged across frontal-parietal electrode pairs at each time window of our coherergams could predict the animal’s behavior on individual trials, we applied a receiver operating characteristic (ROC) analysis. This method gives a “choice probability” index (CP) between 0 and 1 that measures how well an ideal observer could predict the animal’s behavior given only that coherence value. Most commonly used to analyze the activity of single neurons, choice probability allows for a direct connection of neural behavior with the subject’s choice, without assumptions about the shape of the distribution of the neural responses (Britten et al. 1996). A CP of 0.5 means that the observer would perform at chance. A CP significantly greater than 0.5 means that greater coherence predicts hits, while a CP significantly less than 0.5 indicates that lower coherence predicts hits (i.e., higher coherence predicts misses). To determine whether CP values deviated significantly from chance, we ran a permutation test \( (n = 2,000) \). On each permutation, CP values were calculated from the coherence on trials randomly assigned as hits or misses. Experimental CP values were determined to be significant if they were outside the 95% confidence intervals for that session. All CP values were calculated following a hyperbolic tangent (Bokil et al. 2007) and \( z \)-score correction of the coherence values (Britten et al. 1996).

**Cross-Frequency Coupling**

Cross-frequency amplitude correlations. To assess potential inhibitory coupling between the power of alpha- and gamma-band interarea coherence, which has been reported in local power spectra (Buffalo et al. 2011; Jensen and Mazaheri 2010), we calculated matrices of linear correlation coefficients between each pair of frequency bins based on the trial-to-trial variability of prebeep coherence spectra in each session and cumulated the results across sessions. These were based on mean-subtracted coherences, so the result was a symmetrical covariance matrix whose elements ranged from 0 to 1. The significance of the correlation coefficient at each frequency pair in individual sessions was assessed at the 95% confidence level based on the variability across trials, and the numbers of sessions with significantly positive or negative correlation were counted at each frequency pair.

Cross-frequency phase-amplitude comodulation. To assess the possibility that the phase of slow oscillations might modulate the power of higher-frequency oscillations (Canolty et al. 2006; Scheiffer-Teixeira et al. 2012; Tort et al. 2008, 2009), we also calculated comodulograms that plot an established modulation index (MI) for each high-low frequency pair (Tort et al. 2008). This analysis comprised four cases: 1) local phase-amplitude comodulation in frontal cortex, 2) local phase-amplitude coupling in parietal cortex, 3) interarea comodulation of frontal high-frequency amplitude by parietal low-frequency phase, and 4) interarea comodulation of parietal high-frequency amplitude by frontal low-frequency phase. MI at each phase-frequency amplitude-frequency pair was calculated following Tort et al. 2008 (see also Tort et al. 2010). Briefly, phase is extracted from the phase-LFP by using a Hilbert transform on the band-pass filtered LFP, and amplitudes of the amplitude-LFP at each frequency bin are histogrammed with respect to phase from the phase-LFP. MI is then calculated as a normalized entropy of the phase histogram, which reflects how nonuniform the phase histogram is (i.e., flat vs. peaked) by a number between 0 (constant amplitude across phase bins) and 1 (strongest possible phase-to-amplitude modulation). We assessed the statistical significance of MI values at each phase-amplitude frequency pair based on an empirical null distribution of 600 trial-shuffled composite time series of phase and amplitude values for each trial from an interarea electrode pair in each session. MIs greater than the 95th percentile of the empirical null distribution were considered significant in a given session, and significant MIs at each phase-amplitude frequency pair were counted across sessions.

**RESULTS**

To test the hypothesis that increased frontal-parietal LFP coherence improves detection of auditory stimuli, LFPs were recorded in medio-dorsal frontal and posterior parietal cortical areas as nine rats performed an auditory detection task in 25 separate sessions. Because the target tones were presented unpredictably, the peaked response latency distribution shows that rats were actively responding to the beep event at time 0 (Fig. 1A). Because licks during the intertrial interval were punished by a 10-s time-out, there were no licks prior to 0 during any of the hit trials shown in the response latency histogram of Fig. 1A. The rats’ performance during recorded sessions averaged 56% correct responses (SD 25%); the fraction of hit trials in a moving 5-min window is shown in Fig. 1B, averaged across sessions. Evoked frontal and parietal LFPs (Fig. 1, C and D) show that these areas responded to the target stimulus in the context of the signal detection task, tending to evoke larger-amplitude responses on hit trials, which is consistent with a role for these cortical areas in registering the stimulus, coordinating the learned licking response, and registering a water reward.

**Coherence Spectra**

To determine whether trial-to-trial variations in frontal-parietal LFP coherence are associated with rats’ detection of an auditory tone, interarea coherergams were calculated based on single-trial coherences averaged across frontal-parietal electrode pairs in each session. The single-trial coherergams were averaged over hit and miss trials in each session, and these hit and miss coherergams were averaged across sessions to generate the average hit and miss coherergams shown in Fig. 2, A and B. These plots show that both before and after the target...
stimulus coherence between the frontal and parietal LFPs is dominated by lower frequencies, peaking in the theta and alpha range. The difference coherogram (Fig. 2C) shows a trend toward elevated coherence at gamma frequencies and at alpha frequencies and below on hit trials compared with misses. These trends are noticeably weaker prior to the signal beep (the last entirely prebeep window starts at −0.5 s), so their increase after the beep could reflect coherence induced by the licking response on hits, or motor preparation for that response. A trend toward higher coherence in the beta range on miss trials, on the other hand, is of similar magnitude before and after the time of the beep. Figure 2D and E, show which cells of the difference coherogram are significantly positive, indicating greater coherence on hit trials (Fig. 2D), or negative, indicating greater coherence on miss trials (Fig. 2E).

To quantify the extent to which prestimulus frontal-parietal coherences on individual trials could enable an ideal observer to predict hits and misses, we applied a choice probability analysis to the coherogram data (Fig. 3). As in the grand average coheregrams (Fig. 2), the most consistent differences between hit and miss coherences in the beta range were observed roughly between 15 and 25 Hz (Fig. 3A and B). In almost two-thirds of sessions, elevated frontal-parietal coherence near 18 Hz in the half-second before the target tone predicted miss trials, as evidenced by CPs significantly different from 0.5 (Fig. 3A; \( P < 0.05 \) by permutation test; see MATERIALS AND METHODS). At the same time-frequency bin, high coherence predicted hits in <10% of sessions (Fig. 3B). Consistent with the nonsignificant trend in the grand coheregrams, poststimulus coherence at theta, alpha, and gamma frequencies predicts hit trials in a substantial fraction of sessions, possibly reflecting neural correlates of licking and reward consumption (Fig. 3B).

Figure 3C shows the distribution of CPs across sessions at the 18-Hz bin in the half-second before the target tone. In this time-frequency bin most of the significant CPs are \( \geq 0.5 \), with nine sessions in which high prestimulus gamma coherence predicted hits (4 sessions showed the reverse), supporting the trend in the grand coherograms (Fig. 2).

To sidestep difficulties associated with interpreting post-stimulus activity, when movement-related activity could dominate or obscure sensory-related activity, we focused a more detailed analysis on the last time window before the beep, marked by the arrowheads in Figs. 2 and 3.

Figure 4A shows frontal-parietal coherence spectra from a typical session averaged over frontal-parietal electrode pairs and then averaged over hit and miss trials separately, for the 500-ms window just prior to the target tone. The coherences on both hit and miss trials tend to have the highest magnitudes at frequencies below 10 Hz. In this session, frontal-parietal coherence was significantly greater between 15 and 20 Hz prior...
The hit and miss coheregrams from each session were then averaged (n across interarea electrode pairs and then across hit and miss trials separately. Spectra were calculated in 500-ms windows shifted in 50-ms steps, averaged 11 showed significantly greater (P < 0.05, by 1-tailed t-test after tanh correction; see MATERIALS AND METHODS) coherence on misses than hits at 20 Hz in this prestimulus half-second window. Consistent with the effect in the grand coheregrams (Fig. 2), no sessions were found to have significantly greater 20 Hz coherence prior to hits. In the gamma frequency range, few sessions showed significant differences between hits and misses in the prebeep window (i.e., a maximum of 3 sessions at 38 Hz showed significantly higher hit vs. miss coherence, while 3 other sessions showed the reverse). In contrast, the picture was more mixed at frequencies below the beta range; for example, at 8 Hz seven sessions had significantly higher coherence prior to misses (consistent with the trend in the grand coheregrams) but four sessions showed the reverse. At a theta bin (6 Hz), five sessions showed the reverse: higher coherence prior to hits rather than misses.

The average sliding-window hit fraction plotted in Fig. 1B reflects the fact that rats did not always respond to the target tone at a constant rate throughout a session. In some sessions the rat’s response rate slowed gradually during a session, or tapered off toward the end, possibly reflecting satiation or fatigue. The significant difference in the beta range between hit and miss coherences (Fig. 4A) could be due to slow changes in motivation, if waning motivation to respond were associated with increased beta coherence in the later part of such a session, when miss trials are more common. To control for this possibility, we regressed away any linear trend in coherence over the course of each session separately in each frequency bin. This should eliminate from each session any slow trend in coherence that might be associated with slow changes in motivation. We then compared the residuals of this coherence regression on hits and misses and generated a spectrum of P values representing the significance of the hit-miss difference in the spectrum of coherence residuals. The lighter curve in Fig. 4B shows that the spectrum of P values for the hit-miss comparison on the coherence residuals is essentially equal to the unregressed result, for this session. That is, even after slow linear changes in coherence through the session have been subtracted out, the data show a significant excess of beta coherence prior to miss trials.

Averaging coherence across electrode pairs within a session, as in the above analyses, could obscure significant effects on particular pairs. To assess this possibility we also calculated the significance of hit-miss coherence differences at individual electrode pairs, using the conservative Bonferroni procedure to correct for multiple statistical comparisons (Dunn 1961). Because the average number of interarea (i.e., frontal-parietal) electrode pairs per session was ~200, our corrected criterion corresponding to an uncorrected α of 0.05 was of order 0.05/200 = 0.00025. Figure 4, C and D, show the total number of electrode pairs for which hit coherence was significantly greater than miss coherence (Fig. 4C) or miss coherence was greater than hit coherence (Fig. 4D) in each frequency bin, summed over all 25 recording sessions. The stringent Bonferroni criterion resulted in very few pairs showing a significant difference between and miss coherences (Fig. 4A) could be due to slow changes in coherence in the prebeep window, even in the beta range where we observed the most consistent hit-miss coherence differences (see above and session-averaged results below).

When we averaged the prebeep coherence spectra over all sessions, they showed a profile similar to the typical session of Fig. 4A (Fig. 5). That is, the grand average shows a significant excess of beta-frequency coherence prior to miss trials (Fig.
The $P$ value spectrum in Fig. 5B (black curve) shows that the excess coherence prior to miss trials is statistically significant between 15 and 30 Hz. Significant average hit-miss coherence differences were absent in a 500-ms control window beginning 1.95 s before the target beep. The gray curve in Fig. 5B shows that the excess frontal-parietal beta coherence prior to miss trials persists and is undiminished when slow changes in coherence that might be related to changes in motivation have been subtracted.

We also ran the analysis on LFPs rereferenced to the average signal across each (frontal or parietal) array; in this case the premiss excess coherence was highly significant at all frequencies below 28 Hz (2-tailed $P < 0.01$ or less; not shown). Thus the prestimulus effects were broader in frequency and more highly significant on rereferencing, which suggests that the prestimulus effects we observed were specific to the areas we recorded from rather than deriving from global states captured by our grounding skull screw. The rereferencing may also have eliminated some common noise across each array; however, we use the original ground-referenced LFPs for all other analyses because rereferencing also eliminated most of the evoked (i.e., poststimulus) response, which was also similar across electrodes on each array.

To determine whether frontal-parietal coherence predicted response latency on hit trials, we compared coherence spectra on fast vs. slow trials by breaking the response latencies into halves, thirds, or quarters and comparing prestimulus spectra from the fastest and slowest groups. The analysis did not reveal significant differences but did show a nonsignificant trend toward higher coherence prior to hits in the gamma range (30–40 Hz, 2-tailed t-test $P = 0.12$ near 35 Hz; data not shown).

Cross-Frequency Coupling

Cross-frequency amplitude correlations. To assess potential inhibitory coupling between the power of alpha and gamma interarea coherence, which has been reported for local power spectra (Buffalo et al. 2011; Jensen and Mazaheri 2010), we calculated matrices of linear correlation coefficients between each pair of frequency bins based on the trial-to-trial variability of prebeep coherence spectra in each session and cumulated the results across sessions. The session-averaged cross-frequency covariance matrix showed that nearby frequency bins tended to be correlated, as expected in natural data. In addition, frequencies below ~10 Hz tended to be highly correlated and frequencies above ~10 Hz tended to be more correlated with each other than with frequencies below 10 Hz. This covariance structure thus suggests that frequencies above and below ~10 Hz represent distinct functional bands.

Session-averaged cross-frequency power correlation coefficients for frontal-parietal coherence were near 0 or positive for all frequency combinations. To evaluate the statistical significance of cross-frequency coherence correlations in individual sessions, we calculated $P$ values for each correlation coefficient at a 95% confidence level. Ten of twenty-five sessions showed significant positive correlation between high beta
(20–25 Hz) and gamma (30–50 Hz), and five of twenty-five sessions showed significant positive correlation between theta or alpha (4–12 Hz) and gamma. Only two sessions showed significant negative correlation, between alpha (4–12 Hz) and gamma. Thus negative correlations between low and high frequencies were the exception rather than the rule in our experimental context.

Cross-frequency phase-amplitude comodulation. To assess the possibility that the phase of slow oscillations might modulate the power of higher-frequency oscillations (Canolty et al. 2006; Scheffer-Teixeira et al. 2012; Tort et al. 2008, 2009), we also calculated comodulograms that plot a phase-amplitude “modulation index” (MI) for each high-low frequency pair (see MATERIALS AND METHODS). This analysis comprised four cases: 1) local phase-amplitude comodulation in frontal cortex, 2) local phase-amplitude coupling in parietal cortex, 3) interarea comodulation of frontal high-frequency amplitude by parietal low-frequency phase, and 4) interarea comodulation of parietal high-frequency amplitude by frontal low-frequency phase.

The analysis of local phase-amplitude coupling showed similar trends in frontal and parietal cortex. The power of frequencies above 30 Hz tended to be modulated by the phase of frequencies below 10 Hz, with the strength of modulation increasing monotonically at lower frequencies in the average across sessions. To further assess the strength and consistency of the trends we observed in individual sessions, we calculated the statistical significance of comodulation indexes at each amplitude-frequency phase-frequency pair, using a significance threshold based on an empirical null distribution (95% confidence level; see MATERIALS AND METHODS). In 10 of 25 sessions the frontal modulation index did not increase monotonically with decreasing phase-frequency but instead peaked at phase-frequencies in the theta or beta band. The greatest number of significant single-session local phase-amplitude comodulation effects in both frontal and parietal cortex was five sessions, for modulation of frontal gamma amplitudes (near 40 Hz) by parietal theta rhythm in the 5–7 Hz range. In parietal cortex 9 of 25 sessions showed comodulograms with peaks in the theta, alpha, or beta range of phase-frequency instead of monotonically decreasing comodulation with increasing phase-frequency.

The analysis of interarea modulation of frontal gamma amplitude by parietal phase showed monotonically increasing comodulation with decreasing parietal phase-frequency in the average over sessions. In contrast to the pattern in the session average, in 10 of 25 individual sessions the comodulation was not monotonic but instead had a peak with respect to parietal phase-frequency between 5 and 10 Hz (9 sessions) or between 12 and 16 Hz (1 session). To further assess the strength and consistency of the trends we observed in individual sessions, we calculated the statistical significance of comodulation indexes at each amplitude-frequency phase-frequency pair, using a significance threshold based on an empirical null distribution with a relatively liberal criterion (α = 0.05; see MATERIALS AND METHODS). The greatest number of significant single-session comodulation effects was five sessions, for modulation of frontal gamma amplitudes (30–55 Hz) by parietal theta rhythm in the 4–5 Hz range. Thus, although we observed a trend toward comodulation of frontal gamma amplitude by parietal theta phase in the session average and in some individual sessions, we conclude that the comodulation was not usually strong, nor was it consistent across rats.

Finally, we consider the modulation of parietal gamma amplitude by low-frequency frontal phase. The average across sessions again showed parietal gamma comodulation increasing monotonically with decreasing frontal phase. Again, 10 of
Fig. 5. Session-averaged prestimulus frontal-parietal coherence spectra. A: separate frontal-parietal coherence spectra for hit and miss trials were calculated for each session based on the 500 ms prior to each signal beep and then averaged over the 25 sessions. The variability of these average coherence spectra across sessions is indicated by the shading denoting SE calculated from variability of the hit and miss coherence spectra across sessions. B: the P value for a 2-tailed t-test comparing hit and miss coherences (see MATERIALS AND METHODS) is plotted as log(1/P) (darker curve) so that higher plotted values indicate more significant (smaller) P values. To account for potential changes in coherence associated with slow changes in rats’ motivation, the lighter curve shows the analogous P values for a hit-miss comparison based on residuals of a linear regression on coherence values during each session (i.e., after slow changes have been subtracted out). Frequency bins where either curve exceeds the dotted line were significant at the 95% confidence level; similarly, bins where the curve exceeds 2 on the y-axis were significant at the 99% confidence level [since log(1/0.01) = 2].

25 sessions instead showed peaked comodulograms, with peaks in the theta, alpha, or beta band of phase-frequency. We assessed statistical significance of effects in individual sessions as above and found a maximum of five significant sessions for modulation of parietal gamma (30–35 Hz) by frontal theta and alpha between 5 and 14 Hz. Thus, as above, although we observed a trend toward comodulation of parietal gamma by frontal theta or alpha phase in the session average and in some individual sessions, we conclude that the comodulation was not robust in our experimental context.

Power Spectra

Although local spectral power can in principle vary independently of coherence with another area, it seems natural that the increased frontal-parietal beta coherence before miss trials might be related to increased beta power in frontal or parietal cortex. To also determine whether trial-to-trial variations in frontal or parietal spectral power are associated with rats’ detection of an auditory tone, power spectrograms on hit and miss trials were calculated from frontal and parietal LFPs (Fig. 6, A–D). As with the coherence spectra, the power spectra were largest at low frequencies. The drop-off in power with increasing frequency was, however, steeper than the drop in coherence at higher frequencies. As in the average coherograms of Fig. 2, low-frequency activity in the later poststimulus period tended to be associated with hit trials (Fig. 6, E–H). In the half-second window prior to stimulus presentation, the excess power on miss trials was significant at sub-beta frequencies (<10 Hz in frontal and parietal cortex; Fig. 6, E–H). The excess beta synchronization (15–30 Hz) associated with miss trials in the coherence spectra was not observed in the power spectra. We also applied a cross-frequency coupling analysis to assess potential inhibitory coupling between alpha and gamma power in frontal and parietal cortex, but as with the coherence data we found no consistent cross-frequency antagonism (not shown). A comparison of power spectra on fast and slow response trials likewise failed to reveal significant effects of prestimulus power on response latency.

DISCUSSION

To test the functional role of frontal-parietal neural coherence during performance of a simple auditory detection task with unpredictably timed target stimuli, we analyzed simultaneously recorded medial dorsal frontal and posterior parietal LFPs from 25 detection sessions in nine rats. Low-frequency coherence (<15 Hz, Fig. 2) and gamma coherence (>30 Hz, Fig. 2) tended to be elevated after stimulus onset during successful signal detection, consistent with a role for these frequencies in coordinating frontal-parietal activity during perception of the target tone, selecting and executing the licking response, and processing the water reward. We also observed significant coherence differences between successful hit trials and misses prior to the onset of the target tone.

Elevated Prestimulus Coherence at Low Frequencies (<15 Hz) Is Associated with Misses

A trend toward higher low-frequency coherence prior to miss trials in the raw data became highly significant (P < 0.01 or lower) when we reran the analysis with LFPs referenced to the mean voltage on the frontal and parietal electrode arrays respectively (Fig. 5; the rerereferencing may have eliminated some noise common to electrodes on each array). In other words, elevated prestimulus theta or alpha coherence (4–15 Hz) between frontal and parietal cortex predicted miss trials (Figs. 2, 3, and 5), and this effect was undiminished after subtracting away linear trends in coherence across the duration of each session (Fig. 5B). Although the average coherence effect size was not large in absolute terms (~0.02), small differences in pairwise neural correlations can reflect large functional differences in network state (Schneidman et al. 2006). The fact that rereferencing LFPs to the array average enhanced the prestimulus coherence excess before miss trials suggests that the effect is specific to the recorded areas rather than being inherited from the ground screw, which might reflect relatively global activity. Similarly, comparing the LFP power spectra from the half-second before signal tones, frontal and parietal activity associated with miss trials exhibited higher power in frequencies below the beta range (<15 Hz) than activity associated with hit trials (Fig. 6).

Because these prestimulus effects cannot be due to licking or reward processing, they might be interpreted in terms of states of arousal or vigilance that bias the probability of a correct behavioral response or in terms of a motor tendency or preparation to lick.

In humans, low-frequency theta (4–8 Hz) and alpha (8–13 Hz) power can be associated with drowsiness or relaxation (Cahn and Polich 2006), and the slow waves of deep sleep fall in the delta range (<4 Hz). During awake states of arousal
These cognitive theta rhythms must be distinguished from the and in monkeys (Lee et al. 2005) and rats (Buzsaki 2005). In human cortex (Kahana et al. 1999; Raghavachari et al. 2001) including cognitive representations of the external environment is well established that theta rhythms are involved in navigation synchronization implies inattention to external stimuli, as it is in rats (Hattori et al. 2010). Frequency power has also been used as an index for arousal state (Bereshpolova et al. 2011). The amount of low-frequency EEG state of rabbits transitioning from a nonalert to an alert state has been indexed by the relative amplitude of low-frequency EEG activity (Bereshpolova et al. 2011). The potential significance of theta synchronization for sensory processing is not limited to spatial navigation; for example, it has been shown to improve learning of stimulus associations in a non-spatial trace conditioning paradigm (Griffin et al. 2004). These varying associations of low-frequency oscillatory synchronization with cognitive functions point to the importance of considering specifics of the experimental context, since electrode referencing, brain area and tissue layer, and task details can qualitatively change the results.

Nevertheless, the literature on alpha and theta rhythms supports interpretation of our present results in terms of states of arousal or vigilance rather than in motor terms. We have already implicitly distinguished trial-to-trial fluctuations in response probability from slower state changes that could affect our rats’ varying detection performance during a session, when we regressed away linear trends in coherence across each session. Since our rats’ hit rates did sometimes decline toward the end of a session (Fig. 1B), we considered motivation to be the factor that most plausibly might vary systematically during a session, if the animals became sated with water or fatigued, an end-of-session effect that has often been observed in these animals (Bollimunta et al. 2011; Buffalo et al. 2011; Hanslmayr et al. 2007; Jones et al. 2010; Kelly et al. 2009; Macdonald et al. 2011; Mazaheri et al. 2011; Thut et al. 2006; van Dijk et al. 2008; Worden et al. 2000).

Similar observations have related high 7- to 12-Hz cortical LFP power in rats to disengagement from external stimuli (Fontanini and Katz 2005), although as in humans the prominent alpha-range oscillations do not preclude behavioral detection of stimuli (Wiest and Nicolelis 2003). Thus in humans and rats low-frequency cortical LFP power appears to be negatively correlated with attention to external stimuli. Indeed, the arousal state of rabbits transitioning from a nonalert to an alert state has been indexed by the relative amplitude of low-frequency EEG activity (Bereshpolova et al. 2011). The amount of low-frequency power has also been used as an index for arousal state in rats (Hattori et al. 2010).

Nevertheless, it is not a general rule that low-frequency synchronization implies inattention to external stimuli, as it is well established that theta rhythms are involved in navigation including cognitive representations of the external environment in human cortex (Kahana et al. 1999; Raghavachari et al. 2001) and in monkeys (Lee et al. 2005) and rats (Buzsaki 2005). These cognitive theta rhythms must be distinguished from the sleepy rhythms that manifest in the same frequency range. Task-relevant interarea coherence in this range has been demonstrated in rats, in tasks that depend on external cues for success (Jones and Wilson 2005b; Koralek et al. 2013; Siapas et al. 2005). Thus increases in the amplitude of hippocampal theta rhythm have also been interpreted as increases in arousal in rabbits (Swadlow and Weyand 1985). Moreover, the potential significance of theta synchronization for sensory processing is not limited to spatial navigation; for example, it has been shown to improve learning of stimulus associations in a non-spatial trace conditioning paradigm (Griffin et al. 2004). These varying associations of low-frequency oscillatory synchronization with cognitive functions point to the importance of considering specifics of the experimental context, since electrode referencing, brain area and tissue layer, and task details can qualitatively change the results.

Nevertheless, the literature on alpha and theta rhythms supports interpretation of our present results in terms of states of arousal or vigilance rather than in motor terms. We have already implicitly distinguished trial-to-trial fluctuations in response probability from slower state changes that could affect our rats’ varying detection performance during a session, when we regressed away linear trends in coherence across each session. Since our rats’ hit rates did sometimes decline toward the end of a session (Fig. 1B), we considered motivation to be the factor that most plausibly might vary systematically during a session, if the animals became sated with water or fatigued, for example. Although attention and motivation can interact in subtle ways (Engelmann et al. 2009), our regression control...
analysis unambiguously assigns the prestimulus coherence effect to trial-to-trial variations in response probability, on timescales on the order of seconds to minutes, as opposed to monotonic changes throughout a session. Therefore we interpret our results in terms of lapses in arousal, vigilance, or sustained attention, which bias the probability of correctly responding, as opposed to slow changes in the motivation to respond appropriately in order to get water. Additional support for this interpretation comes from a human EEG study that reported fluctuations in alpha power on timescales of minutes that mirrored changes in attentional state (Macdonald et al. 2011)—this result is comparable to what we observed in the alpha range both in terms of the timescale of fluctuations and in terms of the attentional effect of alpha coherence (see below).

One aspect of attentional performance is the degree to which it can be sustained over time; another, independent aspect of attentional function is its degree of selectivity. Moderate levels of “arousal” refer to an awake brain state capable of responding, and “vigilance” or “alertness” tend to refer to a relatively nonselective responsivity compared with more “selective attention” in which specific responses must be chosen appropriately to particular stimuli. Our simple detection task does not establish the level of selective attention studied in typical human (Nicholls et al. 2002; Ortiz et al. 1993) or monkey (Buschman and Miller 2007; Chalk et al. 2010) attention studies, although it has been shown that rats can exhibit sustained selective attention comparable to humans in matched detection tasks (Bushnell et al. 2003). On the other hand, the rats’ behavior in our simple detection task is not consistent with indiscriminate, nonselective responding, as evidenced by the peaked response time distribution in Fig. 1A. Moreover, we have observed that tapping on the door to the behavioral chamber while a rat is performing the task generally causes the rat to look toward the door rather than to lick reflexively; this further supports the idea that the rats are not licking indiscriminately in response to any sound. Thus we consider miss-hit differences in our task to represent trial-to-trial fluctuations or lapses in arousal or vigilance of a sort with relatively little selectivity. Situating our task within this space of attentional selectivity and duration is pertinent because cortical stimulus processing can be qualitatively different when rats are engaged in an active sensory task compared with when they are awake (i.e., aroused to some extent) but not engaged in a task (Otazu et al. 2009). Specifically, that study found that task engagement suppressed auditory responses, in contrast to the effect of selective attention, which enhanced the sensory responses (Otazu et al. 2009). Compared with analogous effects in the literature (Macdonald et al. 2011), the timescale of the alpha effects we observed supports the idea that they are correlates of vigilance or sustained attention, as does the (nonsignificant) trend toward faster responding that we noted in association with higher prestimulus gamma (30–50 Hz) coherence, but it is conceivable that oscillatory variations in arousal state on timescales of minutes could also account for our results. Further experiments will be needed to establish definitively whether the hit-miss differences we observed represent trial-to-trial fluctuations in alertness that would disappear under a more demanding task or correlates of voluntary sustained attention that would persist or increase with increases in task difficulty [see also Gamma frequencies (>30 Hz) below].

Thus, in the context of our simple detection task in rats, both local synchronization (LFP spectral power) and frontal-parietal coherence at sub-beta frequencies appear to represent a state of relative inattention to the target stimuli. The relative lack of attention represented by increased prestimulus low-frequency coherence could be due to involuntary dips in alertness or could reflect top-down inhibition of responding to avoid a time-out with no possibility of reward (Broussard and Givens 2010; Klimesch et al. 2007). Overall, our alpha-band frontal-parietal coherence results extend to long-range frontal-parietal coherence in rats the analogous results of a human EEG study that reported fluctuations of local alpha power that mirrored fluctuations in attention on a timescale on the order of minutes (Macdonald et al. 2011).

However, our results cannot rule out the possibility that low-frequency frontal-parietal coherence facilitates frontal-parietal communication and sensory attention in some circumstances, or at specific pairs of frontal-parietal locations. For example, at the frequency bin near 4 Hz, 5 of 25 sessions showed exhibited significantly more frontal-parietal coherence prior to hit trials. It is possible that in these sessions the rats were in a more “engaged” state of alertness, such that theta coherence increased the probability of hits, whereas in other sessions the rats were in a distinct state of arousal such that increased theta coherence antagonized correct responding. That global brain state can reverse the sign of attentional effects is attested to by a study of auditory responses in rat cortex in different behavioral contexts (Otazu et al. 2009).

Similarly, it is possible that a more demanding task requiring discrimination among competing alternatives or detection of near-threshold sensory events would force the animal into a more highly attentive state in which theta (for example) coherence would contribute more consistently to improving the chance of a successful hit trial.

Another possibility is that task-relevant coherence at those frequencies is found between specific sites, so that our averaging across frontal and parietal electrode locations obscures more localized effects. Our results do not strongly support this possibility, but we did identify multiple frontal-parietal electrode pairs showing significantly elevated coherence prior to hits under a stringent Bonferroni-corrected statistical criterion (Fig. 4). A recent demonstration of task-relevant cortico-striatal spike field coherence that was specific at the level of individual neurons recorded at the same electrode (Koralek et al. 2013) supports the plausibility of such site-specific functionally relevant coherence, at low (theta and alpha) frequencies in particular.

Elevated Prestimulus Coherence in the Beta Band (15–30 Hz) Is Associated with Misses

In other words, decreased prestimulus beta coherence (15–30 Hz) between frontal and parietal cortex predicted hit trials (Figs. 2, 3, and 5), and this effect was undiminished after subtracting away linear trends in coherence across the duration of each session (Fig. 5B).

As for the lower-frequency effects, our prestimulus beta effects might be interpreted in attentional or motor terms. Because beta frequency (15–30 Hz) rhythms can occur in similar functional contexts as gamma (Benchenane et al. 2011), we were interested to test whether interarea coherence at these
frequencies supports attentional performance in our task. Our results fail to support a role of frontal-parietal beta coherence in mediating vigilance or attention in our simple detection task, and instead contribute to a body of literature in humans documenting a similar antagonism between beta synchronization and detection performance as has been found in the alpha band (Jones et al. 2009, 2010). The effect of prestimulus beta synchronization on detection performance is weaker than the effect of prestimulus alpha (Jones et al. 2009, 2010), and beta and alpha can occur independently or together (Jones et al. 2009, 2010; Palva et al. 2005; Tiitonen et al. 1989), suggesting that they represent at least partially distinct neural processes (Klortermann et al. 2007).

The literature on beta rhythm also supports interpreting our prestimulus beta effects in terms of motor or cognitive set. Beta is similar to lower-frequency mu rhythm (near 10 Hz, like alpha) (Hari 2006; Wiest and Nicoletis 2003) in that it is expressed strongly over somato-motor cortex and tends to desynchronize during voluntary movement (Pfurtscheller et al. 1997a) and even during motor imagery (Pfurtscheller and Neuper 1997). However, unlike mu, local beta synchronization and EEG-EMG coherence are characteristic of prolonged muscular contractions (Baker et al. 1997; Chakarov et al. 2009; Sanes and Donoghue 1993). In fact, beta oscillations may be composed of a component that can be considered “part of” mu (Hari 2006) and a distinct component that can be interpreted as a correlate of active movement inhibition or “idling” of motor areas (Pfurtscheller et al. 1997b). A recent review of beta-band oscillations proposes that they reflect a prolonging of the current sensorimotor or cognitive state, such that involuntary increases in beta activity can antagonize adaptive motor or cognitive flexibility (Engel and Fries 2010). Our results appear consistent with this idea and may extend it to frontal-parietal coherence, because excessive frontal-parietal beta coherence appears to maintain the rats’ immobile state, leading to more frequent misses. Similarly, Zhang and colleagues studied LFP coherence between frontal motor areas and posterior parietal cortex recorded while monkeys performed a visual go/no-go task. They interpreted poststimulus frontal-parietal beta decoherence as a correlate of response preparation on both go and no-go trials and late beta coherence as a correlate of active response inhibition on no-go trials (Zhang et al. 2008). Another study concluded that synchronized beta oscillations “bind” a frontal-parietal sensorimotor network into a functional unit and govern behavioral changes while monkeys perform a task that involves motor maintenance together with visual discrimination (Brovelli et al. 2004). In our experiments, the decreased frontal-parietal beta coherence that we observed before hit trials could reflect release from the beta-dependent maintenance of the current immobile state, or a priming of the neurons needed to execute the behavioral response once the beep has been detected that results in a higher hit probability. Conversely, spontaneous involuntary upward fluctuations in frontal-parietal beta coherence could reduce the probability of correctly responding with a lick should the target tone sound at that moment. Alternatively, beta coherence might reflect active voluntary inhibition of licking (because it would lead to long time-out periods without water reward) that is inappropriately prolonged after the target tone on miss trials. Thus frontal-parietal beta coherence in our recordings may be interpreted as a signature of motor inhibition or maintenance, but since its prestimulus fluctuations from trial to trial predict detection performance (and we have ruled out an interpretation in terms of changes in motivation), its desynchronization (reduced coherence) may also represent a neural correlate of successful arousal, vigilance, or attention. In support of the notion that neural correlates of movement and attention might overlap in this way, it has been reported that dividing attention can partially disrupt EEG-EMG beta coherence during a sustained contraction task (Kristeva-Feige et al. 2002)—this is an example where clearly cognitive attention is interacting with the “pure motor” beta coherence between cortex and muscle.

**Gamma frequencies (>30 Hz).** We did not find higher frontal-parietal coherence in the gamma range before hit trial beeps in the grand average across sessions (Fig. 5). This could be because frontal-parietal gamma coherence is not a correlate of attention to external stimuli in rats as it appears to be in humans and monkeys (Buschman and Miller 2007; Gergoriou et al. 2009a, 2009b; Womelsdorf and Fries 2006). However, our results cannot rule out the possibility that frontal-parietal gamma coherence modulates sensory detection in some circumstances, or at specific pairs of frontal-parietal locations.

The nonsignificant trend we observed toward faster responding when prestimulus gamma coherence (around 35 Hz) was elevated supports this possibility. Also, at the frequency bin near 46 Hz, elevated coherence in 9 of 25 sessions significantly predicted hit trials according to our choice probability analysis (Fig. 3D). Again, it is possible that in these sessions the rats were in a more “engaged” state of alertness, during which gamma coherence contributed to the difference between hits and misses, whereas in other sessions the rats were in a distinct state of arousal in which the hit-miss difference was dominated by lower frequencies. Similarly, it is possible that a more demanding task, requiring discrimination among competing alternatives or detection of near-threshold sensory events, would force the animal into a more highly attentive situation in which gamma coherence would contribute significantly to the difference between a successful hit trial and a miss.

The hypothesis that elevated gamma coherence is associated with external attention is contentious in part because effects can depend on stimulus properties and vary with position in cortex (Ray and Maunsell 2010). Similarly, the sign of attention-related gamma effects can vary with brain area. A recent study found that reduced gamma power and spike field coherence in V1 was associated with monkeys’ correct performance on a visual task, while in the same experiments increased local coherence in V4 predicted correct attentional performance (Chalk et al. 2010). Another reported elevated prestimulus gamma power correlated with longer reaction times in humans (Reinhart et al. 2011) rather than shorter times, as was reported in monkeys (Womelsdorf et al. 2006). These varying results again suggest the importance of experimental details such as recording location and specific task demands.

**Cross-frequency coupling.** We did not observe significant antagonism between the appearance of coherence or power at high (gamma) and low (especially alpha) frequencies, as has been observed in other contexts (Buffalo et al. 2011; Jensen and Mazaheri 2010). Such cross-frequency inhibitory coupling might emerge at higher levels of attentional engagement or selectivity, or might have been obscured in our experiments by positive correlations between theta and gamma frequencies, which have also been reported (Canolty and Knight 2010; Tort...
et al. 2008). Similarly, we observed some modulation of gamma amplitude by local or interarea theta or alpha phase, but these were not robust or consistent across rats in our experimental context.

Causes and effects of neural coherence. Cellular-level studies have shed light on the possible mechanisms that give rise to oscillatory coherence at each of the different frequency bands. In general, these neural rhythms are generated through the coordinated firing of excitatory and inhibitory neurons. Excitatory neurons tend to drive low-frequency cortical oscillations, while inhibitory neurons tend to produce high-frequency oscillatory activity. It is believed that cortical theta and alpha rhythms arise from the rhythmic firing of pyramidal cells in the cortex and hippocampus (Alonso and Garcia-Aust 1987)—in particular, layer 5 pyramidal neurons are a main source of alpha synchrony (Silva et al. 1991; Steriade et al. 1990). At higher frequencies, stimulating excitatory pyramidal cells is not sufficient to produce coherent oscillatory activity (Cardin et al. 2009). Instead, beta activity is thought to originate from inhibitory interneurons in sensorimotor cortical regions (Jensen et al. 2005), and networks of fast-spiking inhibitory interneurons are implicated in generating gamma coherence (Cardin et al. 2009).

Because synchronized neural activity can amplify downstream responses (Tiesinga et al. 2004), it is likely to have functionally measurable effects in the brain, though these are not well characterized in behaving animals. The development of rodent models could prove essential for advancing our understanding of sensory detection and attentional processing in humans. In addition to offering a comparatively rapid, inexpensive way of studying a large number of subjects, rodents are ideal subjects for techniques that are difficult or impossible to implement in other animals (Carandini and Churchland 2013; Hromádka and Zador 2007). Moreover, optogenetic techniques that have made it possible to manipulate the activities of specific cell types in vivo in rodents (Cardin et al. 2009) could lead to the discovery of the causal mechanisms underlying detection-related neural oscillations (Knoblich et al. 2010) and perceptual judgments in general (Carandini and Churchland 2013).

Conclusion

Our observation of frontal-parietal attention-related coherence effects comparable to those seen in humans and primates, in which beta frequencies reflect motor or cognitive maintenance and lower frequencies reflect sensorimotor inhibition or idling, supports the idea that the frontal-parietal attention network functions analogously in the rat and indicates that the rat may be a viable model for studying human sensory detection. Our results failed to support the idea that frontal-parietal coherence at beta or gamma frequencies mediates efficient transformation from sensory target representations in parietal cortex into adaptive behavioral responses implemented by frontal areas. This may have been due to differences between our simple detection task and more demanding attentional tasks employed in primate experiments (Buschman and Miller 2007; Gregoriou et al. 2009a) rather than species differences between primates and rats. On the other hand, future recordings in frontal and parietal cortex during sensory detection and discrimination performance may support the existence of significant species differences in the functional roles of these areas. Nevertheless, a better understanding of principles and mechanisms of dynamic neural integration gleaned from the rat model could lead to insights into functions and dysfunctions of the primate attentional and detection system. This expectation is supported by a body of observations that neurological disorders that affect attention, such as autism (Grice et al. 2001; Orekhova et al. 2008), schizophrenia (Light et al. 2006; Minzenberg et al. 2010; Reinhart et al. 2011), and ADHD (Barry et al. 2011; Lenz et al. 2010; Yordanova et al. 2001), manifest abnormalities in oscillatory synchronization.
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