Dynamics and cortical distribution of neural responses to 2D and 3D motion in human
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The perception of motion-in-depth is important for avoiding collisions and for the control of vergence eye-movements and other motor actions. Previous psychophysical studies have suggested that sensitivity to motion-in-depth has a lower temporal processing limit than the perception of lateral motion. The present study used functional MRI-informed EEG source-imaging to study the spatiotemporal properties of the responses to lateral motion and motion-in-depth in human visual cortex. Lateral motion and motion-in-depth displays comprised stimuli whose only difference was interocular phase: monocular oscillatory motion was either in phase in the two eyes (lateral motion) or in antiphase (motion-in-depth). Spectral analysis was used to break the steady-state visually evoked potentials responses down into even and odd harmonic components within five functionally defined regions of interest: V1, V4, lateral occipital complex, V3A, and hMT+. We also characterized the responses within two anatomically defined regions: the inferior and superior parietal cortex. Even harmonic components dominated the evoked responses and were a factor of approximately two larger for lateral motion than motion-in-depth. These responses were slower for motion-in-depth and were largely independent of absolute disparity. In each of our regions of interest, responses at odd-harmonics were much higher temporal frequencies than 5 Hz, but the defining characteristics of lateral motion, coherent direction and speed, are not apparent for MID at these high frequencies.

Surprisingly, the neural mechanisms responsible for the differences in the dynamics of lateral motion and MID have not been investigated in detail. Instead, most ensuing research on MID has focused on its computational basis. Beverley and Regan (1975) suggested that MID was based on the interocular velocities difference (IOVD) between the motions in the two eyes. However, based on their psychophysical studies, Cumming and Parker (1994) proposed that MID depended solely on the detection of changes in disparity over time (CDOT). Although these two models imply vastly different neural architectures (IOVD is based on motion-selective cells, while CDOT is based on disparity-selective cells), most current studies have shown that both IOVD and CDOT support the perception of MID (Nefs et al. 2010; Rokers et al. 2009). It should be noted that neither IOVD nor CDOT cues alone are sufficient for defining 3D motion trajectories in a general fashion (Lages and Heron 2010).

A recent study has shed new light on possible cortical origins of the differential temporal dynamics associated with lateral motion and MID. By combining single-cell recording and cooling in macaque, Ponce et al. (2008) provided compelling evidence that the V1 neural responses to disparity and those to motion travel via different pathways en route to area MT. The motion-related pathway is direct, while the disparity pathway is indirect and passes first through extrastriate areas V2 and V3. If we assume that some aspects of MID perception depend on disparity-selective cells, the slower responses observed for MID in Regan and Beverley (1973a, 1973b) could be explained by the integration of the disparity information along this indirect and therefore slower pathway.

The aim of this study is to compare the neural population responses to lateral motion and to MID in human observers. We used a high-density electroencephalogram (EEG) imaging technique, which, coupled to visual areas defined by functional magnetic resonance imaging (fMRI) (Cottereau et al. 2012a), allowed us to examine the cortical responses elicited by these two conditions within five distinct functional regions of interest (ROIs): V1, V4, lateral occipital complex (LOC), V3A, and hMT+. We were specifically interested in their temporal characteristics and in their functional connectivity. In rough imitation of the Regan-Beverley stimulus configuration, we were visible up to about 20 Hz. Later psychophysical studies (Nienborg et al. 2005; Norcia and Tyler 1984) have found that disparity modulation is distinguishable from disparity noise at much higher temporal frequencies than 5 Hz, but the defining characteristics of lateral motion, coherent direction and speed, are not apparent for MID at these high frequencies.
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used moving random dot stimuli that differed only in interocular phase. Because disparity modulations are hardly distinguishable above 5 Hz (Regan and Beverley 1973a, 1973b), we chose a rather low stimulation frequency (i.e., $1f = 2.12$ Hz) to elicit strong responses in our two conditions and to facilitate the comparison between the underlying cortical mechanisms.

**MATERIALS AND METHODS**

**Subjects.** Fourteen subjects (9 men, 5 women, age range 22–69 yr) participated in the main experiment. They were volunteers and had normal stereopsis and normal or corrected-to-normal visual acuity. All subjects were given instructions and detailed information about the experiments. They provided written, informed consent before participating in the study in accordance with Helsinki Declaration; the human subjects review committee of Smith-Kettlewell Eye Research Institute approved the study.

**Stimulus.** This study compared steady-state EEG responses for two conditions: 1) random dots undergoing lateral motion; and 2) random dots moving in depth. For both, orthogonally polarized images from two matched Sony Trinitron monitors (model 1100GS) were combined via a beam splitter system and viewed binocularly through appropriately oriented polarized filters placed immediately in front of the eyes. Each eye could see the image from only one screen; the viewing distance was 80 cm. The two half-images consisted of black backgrounds filled with the bright random dots (contrast: 90%, and density: 20 dots per degree of visual field). The total stimulus area was a 16.25° square. Inside this square was another square (13.8° on a side) that was divided into six segments that alternated between moving and stationary, beginning at the bottom with a stationary segment (see Fig. 1). Dots localized within the three moving segments moved laterally (left and right) every 472 ms ($1f = 2.12$ Hz) following a square-wave input of 4 arcmin of magnitude. The retinal displacement in each eye was exactly the same for the two conditions except for interocular phase. In the lateral motion condition, dots moved in phase between the two eyes, and the three bars were perceived as moving laterally (4 arcmin from left to right and 4 arcmin from right to left). In the MID condition, dots moved out-of-phase between the two eyes and the three bars were perceived as moving in depth between 4 arcmin uncrossed and 4 arcmin crossed. The stimulation frequency was identical to the one used in our previous studies (Coterreau et al. 2012b, 2012c). At this frequency, our stimuli moved at a speed of 0.28′s$^{-1}$ eye$^{-1}$.

To facilitate fusion of the two monocular images, the stimuli also contained a pair of nonius lines (one in each eye) and a binocularly visible fixation point superimposed on the center of the screen (see Fig. 1). The subject task was to fixate this point during the recordings. The nonius lines, combined with the fixation point and the large static background constituted a stable zero-disparity reference that permitted the subjects to maintain their fixation at the horopter during the motion step of the bars. To assess the stability of fixation, we asked our subjects if they experienced misalignment of the nonius lines during the recordings. All of them reported that the lines remained aligned. Given that the sensitivity for nonius misalignment is typically below 2 arcmin (McKee and Levi 1987), we conclude that eye position was not driven by the stimulus. To test if our results were affected by the chosen disparity values, we recorded responses to the exact same stimuli, except that the bars had a disparity offset of either 6 arcmin or 10 arcmin uncrossed in 10 of our 14 subjects. For the first offset, the bars were therefore either moving laterally at 6 arcmin uncrossed, or were moving in depth from 10 to 2 arcmin uncrossed. For the second offset, the bars were either moving laterally at 10 arcmin uncrossed, or were moving in depth from 14 to 6 arcmin uncrossed. For each experimental condition, the EEG stimulus presentation lasted 10.35 s (which is 22 cycles of the bar motion modulation); the first 940 ms (i.e., the first 2 cycles) of the data record were discarded to avoid start-up transients, leading to 9.41-s trials (i.e., 20 cycles of the disk disparity modulation). Trials for the different conditions were run interspersed in random order in 10-min blocks. The blocks were repeated four times, producing a total of 20 trials per condition.

**EEG signal acquisition and preprocessing.** The EEG data were collected with 128-sensor HydroCel Sensor Nets (Electrical Geodesics, Eugene, OR) and were band-pass filtered from 0.1 to 200 Hz. Following each experimental session, the 3D locations of all electrodes and three major fiducials (nasion, left and right periauricular points) were digitized using a 3Space Fastrack 3D digitizer (Polhemus, Colchester, VT). For all observers, the 3D digitized locations were used to coregister the electrodes to their T1-weighted anatomical magnetic resonance imaging (MRI) scans and to construct the EEG forward model (see Forward modeling of the current source section). Raw data were evaluated off line according to a sample-by-sample thresholding procedure to remove noisy sensors that were replaced by the average of the six nearest spatial neighbors. On average, less than 5% of the electrodes were substituted; these electrodes were mainly located near the forehead or the ears. The substitutions had a negligible impact on our results, as recordings at occipital and parietal locations primarily drive our estimates of the responses within the visual ROIs. After this operation, the EEG was re-referenced to the common average of all the sensors. Within each 9.41-s trial, the data were segmented into five 1.82-s long epochs (i.e., each of these epochs was exactly 4 cycles of the bar motion modulation). EEG epochs that contained a large percentage of data samples exceeding a noise threshold (depending on the subject and ranging between 25 and 50 μV) were excluded from the analysis on a sensor-by-sensor basis. This was typically the case for epochs containing artifacts, such as blinks or eye movements. The use of steady-state stimulation drives cortical responses at specific frequencies directly tied to the stimulus frequency. It is thus appropriate to quantify these responses in terms of both phase and amplitude. Therefore, a Fourier analysis was applied on every remaining epoch using a discrete Fourier transform with a rectangular window. Given the time length of an epoch (i.e., 1.82 s), this Fourier transformation led to a frequency resolution of $\approx 0.55$ Hz. For each frequency bin, the Fourier coefficients were then averaged across all the epochs and all the trials. Thus these average Fourier coefficients were obtained from up to 100 (5 epochs × 20 trials) values.

**Structural and fMRI.** Structural and fMRI scanning was conducted at 3T (Siemens Tim Trio, Erlangen, Germany) using a 12-channel head coil. We acquired a T1-weighted MRI dataset (3D MP-RAGE sequence, 0.8 × 0.8 × 0.8 mm$^3$) and a 3D T2-weighted dataset (SE sequence at $1 \times 1 \times 1$ mm$^3$ resolution) for tissue segmentation and registration with the functional scans. For fMRI, we employed a
single-shot, gradient-echo planar imaging sequence (repetition time/echo time = 2,000/28 ms, flip angle 80°, 126 volumes per run) with a voxel size of 1.7 × 1.7 × 2 mm³ (128 × 128 acquisition matrix, 220 mm field of view, bandwidth 1,860 Hz/pixel, echo spacing 0.71 ms). We acquired 30 slices without gaps, positioned in the transverse-to-coronal plane approximately parallel to the corpus callosum and covering the whole cerebrum. Once per session, a 2D SE T1-weighted volume was acquired with the same slice specifications as the functional series to facilitate registration of the fMRI data to the anatomical scan. The general procedures for these scans (head stabilization, visual display system, etc.) are standard and have been described in detail elsewhere (Brewer et al. 2005). The FreeSurfer software package (http://surfer.nmr.mgh.harvard.edu) was used to extract both gray and white cerebrospinal fluid (CSF) boundaries. These surfaces can have different curvatures. In particular, the gray/white boundary has sharp gyri (the curvature changes rapidly) and smooth sulci (slowly changing surface curvature), while the gray/CSF boundary is the inverse, with smooth gyri and sharp sulci. To avoid these discontinuities, we generated a surface partway between these two boundaries that has gyri and sulci with approximately equal curvature. This "midgray" cortical surface consisted of a very dense triangular tessellation of several hundred thousand regularly spaced vertices. This tessellation was then down-sampled to 20,484 vertices using the MNE software package (http://www.nmr.mgh.harvard.edu/martinos/userInfo/data/sofMNE.php). This number is low enough to compute the forward model on a standard workstation and yet accurately reflect the shape of cortical manifold (see e.g., Baillet et al. 2001). The final "midgray" surface was used to define the visual ROIs and the source space for the EEG current modeling (see the Forward modeling of the current source and Inverse modeling constrained by the visual ROIs sections).

Functional and anatomical area definition. Retinotopic field mapping using rotating wedges and expanding/contracting rings produced ROIs defined by the visual cortical areas V1, V2, V2d, V3, V3d, V3A, and V4 in each hemisphere (Wade et al. 2002). ROIs corresponding to hMT+ were identified using low-contrast motion stimuli similar to those described by Huk and Heeger (2002). The LOC was defined using a block-design fMRI localizer scan. During this scan, the observers viewed blocks of images depicting common objects (12 s/block), alternating with blocks containing scrambled versions of the same objects. The stimuli were those used in a previous study (Kourtzi and Kanwisher 2000). The regions activated by these scans included an area lying between the V1/V2/V3 foveal confluence and hMT+ that we identified as LOC. This definition covers almost all regions (e.g., V4d, LOC, LOP) that have previously been identified as lying within object-responsive lateral occipital cortex (Kourtzi and Kanwisher 2000).

Using the FreeSurfer software package (see the Structural and fMRI section), we automatically subdivided the cortex mesh of each subject into 64 anatomically based regions (Desikan et al. 2006). The superior and inferior parietal parcellations were used to characterize the cortical activity outside our functionally defined visual ROIs.

Forward modeling of the current source. For each subject, the EEG source space was given by his "midgray" cortical surface tessellation (see the Structural and fMRI section) and consisted of 20,484 regularly spaced vertices. The distance between connected vertices was on average 3.7 mm, with a standard deviation of 1.5 mm, range 0.1–11 mm. Current dipoles were placed at each of these vertices. Their orientations were constrained to be orthogonal to the cortical surface to diminish the number of parameters to be estimated in the inverse procedure (Hämäläinen et al. 1993). The FSL toolbox (http://www.fmrib.ox.ac.uk/fsl/) was used to segment, from the individual T1 and T2 weighted MRI scans, contiguous volume regions for the inner skull, outer skull, and scalp. These MRI volumes were then converted into inner skull, outer skull, and scalp surfaces (Smith 2002; Smith et al. 2004) that defined the boundaries between the brain/CSF and the skull, the skull and the scalp, and the scalp and the air. The source space, the 3D electrode locations, and the individually defined boundaries were then combined using the MNE software package to characterize the electric field propagation using a three-compartment boundary element method (Hämäläinen and Sarvas 1989). The resulting forward model is linear and links the activity of the 20,484 cortical sources to the voltages recorded by our EEG electrodes.

Inverse modeling constrained by the visual ROIs. Cortical current density estimates of the neural responses were obtained from an L2 minimum-norm inverse of the forward model described above (Hämäläinen et al. 1993). We used the definition of the visual ROIs to constrain these estimates by modifying the source-covariance matrix. Our aim was to decrease the tendency of the minimum-norm procedure to smooth activity over very large surfaces and across different functional ROIs. Two modifications were applied: 1) we increased the variance allowed within the visual ROIs by a factor of two relative to other vertices; and 2) we enforced a local correlation constraint within each ROI using the first- and second-order neighborhoods on the cortical tessellation with a weighting function equal to 0.5 for the first order and 0.25 for the second. This correlation constraint, therefore, respects both retinotopy and areal boundaries and permitted us to dissociate the signals from different ROIs, unlike other smoothing methods, such as LORETA, that apply the same smoothing rule throughout cortex (Pascual-Marqui et al. 1994). The details of this approach can be found in Cottereau et al. (2012a). For each subject and condition, this inversion scheme was applied to the average Fourier coefficients (see the EEG signal acquisition and preprocessing section) and led to an estimation of these coefficients for each source of the cortical tessellation. Within each functionally defined ROI, the coefficients were then averaged across all the sources belonging to the ROI.

Cross talk. In our previous papers (Cottereau et al. 2011, 2012a, 2012b), we have characterized the theoretical cross talk among visual ROIs obtained with our inverse approach. Cross talk refers to the neural activity generated in other ROIs that is attributed to a particular ROI, due to the smoothing of the electric field by the head volume. While our technique provides reliable estimates of the activity within ROIs V1, V4, LOC, hMT+, and V3A, we showed that ROIs V2 and V3 suffered from significant cross talk. These ROIs were therefore excluded from our analysis.

Cross-subject surface averaging and characterization of the activity within anatomically defined ROIs of the parietal cortex. Cross-subject, surface-based averaging was used to check if significant activity was evoked by our stimuli outside our functionally defined ROIs. Averaging was performed with the FreeSurfer image analysis suite (http://surfer.nmr.mgh.harvard.edu) as documented in Fischl et al. (1999) and Yeo et al. (2010a, 2010b). First, each subject’s cortical surface was inflated to a sphere. Using the pattern of gyral and sulcal curvature, each subject’s cortical surface was then aligned to a reference subject. This alignment defines a unique unidirectional transform from every single subject to the target subject. The alignment was then used to average the source data across subjects. For cross-subject, surface-based averaging only, the source reconstructions were smoothed over first- and second-order neighboring vertices; this resulted in a boxcar smoothing with a 4-mm width. Because activity was found outside our functionally defined ROIs in the parietal cortex (see the RESULTS section), we used two anatomically defined ROIs (see the Functional and anatomical area definition section) to characterize it: the inferior and the superior parietal cortex. For these ROIs, we did not overlap any of the occipital ROIs. As for functionally defined ROIs, responses in these anatomical ROIs were obtained by averaging the coefficients across all of the sources belonging to the ROI.

Signal-to-noise ratio analysis. We were particularly interested in the ROI response magnitudes (i.e., the modules of the Fourier coefficients) at the odd (first and third) and even (second and fourth) components of the steady-state frequency (1F = 2.12 Hz and 3F = 6.36 Hz for odd components and 2F = 4.24 Hz and 4F = 8.48 Hz for
even components). This choice was motivated by the fact that significant responses were still observable in our spectra for the third and fourth harmonics (but not for the fifth and sixth, see the Responses at the sensor and cortical level section in RESULTS). Both the first and third components reflect the asymmetries in the neural responses to a given ROI at the single-trial level, while the second and fourth components reflect the asymmetries in the neural responses within a given ROI. To obtain a single value that would quantify these asymmetries, the modules of the Fourier coefficients at the first and third harmonics were pooled together using their root-mean-square value. This operation is equivalent to summing the powers of the individual harmonics and then taking the square root (Appelbaum et al. 2006). To take into account the difference of noise levels between the recordings from each of our subjects (Vialatte et al. 2010), we then computed the signal-to-noise ratio (SNR) at odd harmonics by dividing this pooled value by the root mean square of the associated noise magnitudes (Cottereau et al. 2011). Noise magnitude for the first harmonic was given by the average of the moduli at the two neighboring frequencies (i.e., 1F − δf and 1F + δf, where δf = 0.55 Hz is the frequency resolution of our Fourier analysis). Similarly, noise magnitude at the third harmonic was given by the average of the moduli at (3F − δf) and (3F + δf). For a given subject and a given frequency, the noise magnitude was averaged across all the conditions belonging to the same recording session. The SNRs at even harmonics (that reflect the symmetries in the neural responses to our stimuli) were obtained by repeating the same computation for the second (2F) and fourth (4F) components of the steady-state frequency. In the following, SNRs at odd and even harmonics are presented in decibels (20 × log10). We tested the statistical significance of the SNRs obtained for lateral motion and MID at the odd and even harmonics, using repeated measure analyses of variance (ANOVA). We specifically tested for main effects of the two stimulus conditions, the ROIs and for their interaction. Given a significant interaction, we made post hoc comparisons using pairwise t-tests. The equal variance assumption underlying the validity of the ANOVAs was evaluated with Mauchly’s sphericity test. The sphericity tests were not significant, so we did not correct the P values for the ANOVAs.

Phase analysis. From the Fourier coefficients, we also obtained the temporal phases associated with different ROIs. Newly developed techniques (Berens et al. 2008; Tolias et al. 2007) were used to calculate confidence intervals for the average value of our phase distributions across subjects (Zar 1999, their Eqs. 26.23–26.26). We performed these computations using the circular statistics toolbox (Berens 2009). Only the phases at the first and second harmonics were computed, as it was not possible to obtain reliable phase values for circular statistics at frequencies corresponding to the third and fourth harmonics (i.e., 6 and 8 Hz, respectively). To test whether the phase distributions corresponding to the different conditions were uniform, we performed Rayleigh tests (Fisher 1995). To test whether phase differences existed between the ROIs, we performed a Watson-Williams test, which is a circular analog of the one-factor ANOVA (Stephens 1969; Watson and Williams 1956). It tests the null hypothesis that all of the groups (i.e., in our case, the phase within the five visual ROIs) share a common direction. Finally, to test the influence that all of the groups (i.e., in our case, the phase within the five ROIs: the inferior and superior parietal cortex. Because the activity can also be observed in the parietal cortex (e.g., for the responses to MID at 1F for the responses to lateral motion at 2F). In the following, we first analyze the responses within our functionally defined ROIs (see the following sections), and then we analyze the responses of two anatomically defined ROIs: the inferior and superior parietal cortex. Because the second and fourth harmonics both characterize symmetries in the response and because the associated topographic maps and source reconstructions show similar patterns, we pooled these harmonics together using the SNR (see the Signal-to-noise ratio analysis section). The same operation was done for the first and third harmonics.

Time courses and SNRs in the visual ROIs. Figure 3A shows the time courses of the responses in the visual ROIs.
Figure 4 shows the SNR values at both the odd and even harmonics for the two conditions.

We first consider the SNRs for odd harmonics (Fig. 4A). If the odd harmonic SNRs for lateral motion were negligible (a SNR of 6 dB corresponds to a linear factor of 2), higher values were obtained for MID. This difference between the SNRs obtained for MID and lateral motion was confirmed by an ANOVA (2 conditions × 5 ROIs) that showed a significant effect of the condition (P = 0.009). The effect of the ROIs and the interaction between conditions and ROIs were not significant. The odd harmonics observed here for MID are consistent with the population-level disparity tunings we measured in a previous study (Cottereau et al. 2011). In that study, responses in the crossed domain were larger than those in the uncrossed domain. This result suggests that the SNRs obtained for MID at the odd harmonics are at least partially driven by disparity-responsive neural populations (see also DISCUSSION).

Figure 4 shows the SNR values at both the odd and even harmonics for the two conditions.

We first consider the SNRs for odd harmonics (Fig. 4A). If the odd harmonic SNRs for lateral motion were negligible (a SNR of 6 dB corresponds to a linear factor of 2), higher values were obtained for MID. This difference between the SNRs obtained for MID and lateral motion was confirmed by an ANOVA (2 conditions × 5 ROIs) that showed a significant effect of the condition (P = 0.009). The effect of the ROIs and the interaction between conditions and ROIs were not significant. The odd harmonics observed here for MID are consistent with the population-level disparity tunings we measured in a previous study (Cottereau et al. 2011). In that study, responses in the crossed domain were larger than those in the uncrossed domain. This result suggests that the SNRs obtained for MID at the odd harmonics are at least partially driven by disparity-responsive neural populations (see also DISCUSSION).
The even harmonics reflect the part of the total response that is equivalent for leftward and rightward motion (in the lateral motion condition) and for backward and forward motion (in the MID condition). Figure 4B shows the SNR values at the even harmonics for the two conditions. For both lateral motion and MID, the SNR values are much larger at the even harmonics (note the scale difference between Fig. 4, A and B), consistent with the symmetric shape of the time courses (see Fig. 3). To test if significant differences existed between these values, we performed an (2 conditions × 5 ROIs) ANOVA that showed significant effects of condition ($P = 4.34e-5$) and ROI ($P = 4.69e-6$). The interaction between conditions and ROIs was not significant. The condition effect is driven by the stronger SNRs obtained in every ROI for lateral motion compared with MID. SNRs for lateral motion are about 6 dB (i.e., 2 times in linear scale) above those obtained for MID.

**Phase analysis.** To test for possible differences in the timing of responses to lateral motion and MID, we analyzed the phase of the first and second harmonics derived from the respective complex-valued Fourier coefficients. Phases at the first harmonic were not consistent enough across subjects to define a 95% confidence interval for the average (see the Phase analysis section). These data are therefore not shown. Figure 5 displays the phases at the second harmonic as a Nyquist plot.

In all cases, it was possible to define a 95% confidence interval for the average phase difference between lateral motion and MID. In the V1 ROI, the average difference is 27.66° with a confidence interval of [1.9°, 53.4°]. This phase difference is consistent with either a lag for MID relative to lateral motion of 18 ms or a lead of 218 ms. Given the time intervals, this is therefore not shown. Figure 5 displays the phases at the second harmonic as a Nyquist plot.

**Connectivity analysis.** Using the wPLI (see the Connectivity analysis section), we characterized the connectivity between our five visual ROIs for both lateral motion and MID at the first and second harmonics. For each of these conditions, 10 different pairings were possible: V1/V4, V1/LOC, V1/V3A, V1/hMT+, V4/LOC, V4/V3A, V4/hMT+, LOC/V3A, LOC/hMT+ and V3A/hMT+. From our permutation tests, we did not find significant connectivity at the first harmonic. At the second harmonic, we established that the V1/LOC ROI pair was significantly connected for both lateral motion and MID. This result means that, for these two conditions, phase values in the V1 ROI covary with phase values in the LOC ROI across subjects. We also found significant connectivity between the V3A ROI and the hMT+ ROI for MID at the second harmonic.

**Effects of the disparity offset from the fixation plane.** Our results clearly establish that responses to lateral motion and MID are different in all our ROIs. To determine whether these differences are specific to motion within and across the fixation plane or to the chosen disparity values, we repeated the measurements with different disparity pedestals.

We recorded the responses to the exact same stimuli in 10 of our 14 subjects, except that the bars had a pedestal disparity of either 6 arcmin or 10 arcmin uncrossed. As in our first two conditions, lateral motion and MID had identical monocular half-images and only differed by the interocular retinal displacement. For the first offset value, we therefore compared the responses evoked by the bars moving laterally at 6 arcmin to the responses elicited by the bars moving in depth between 10 and 2 arcmin uncrossed. For the second offset value, we compared the responses evoked by the bars moving laterally at 10 arcmin to the responses elicited by the bars moving in depth between 6 and 14 arcmin uncrossed. Before describing the effect of the disparity pedestals on the differences between lateral motion and MID, we will characterize the effect of these pedestals on the lateral motion and MID responses separately. Figure 6A shows responses at odd and even harmonics corresponding to a lateral motion at three different disparity offsets.
To test if the disparity pedestals had an effect on the odd harmonics responses to lateral motion, we performed an (3 pedestal conditions × 5 ROIs) ANOVA that did not lead to any significant effect of condition, ROI or interaction. To test if the disparity pedestals had an effect on the even harmonics responses to lateral motion, we performed an (3 pedestal conditions × 5 ROIs) ANOVA that showed a significant effect of ROI \( (P = 0.001) \) and a significant interaction \( (P = 0.022) \). This interaction was driven by the responses in the V3A ROI as post hoc pairwise \( t \)-tests showed that this ROI had stronger SNRs for a 0 arcmin pedestal \( (P = 0.01) \) for the comparison between responses from 0 and 6 arcmin pedestals and \( P = 0.03 \) for the comparison between responses from 0 and 10 arcmin pedestals). This effect can be seen in the times courses estimated in the V3A ROI that are shown in Fig. 7A (responses in the V1 ROI are also shown for comparison). Harrison-Kanji tests (see the Phase analysis section) did not find any effect of the pedestals on phase values at both odd and even harmonics. Significant connectivity between ROIs V1 and LOC were found for every disparity pedestal.

Figure 6B shows responses at odd and even harmonics corresponding to MID at three different pedestals. At the odd harmonics, an ANOVA (3 pedestal conditions × 5 ROIs) showed a significant effect of the condition \( (P = 0.01) \). This effect is explained by the fact that, with a 6 arcmin offset, odd responses to MID were stronger in all the ROIs. This result is consistent with the disparity tuning functions we measured previously (Cottereau et al. 2011), where asymmetries in every ROI were larger between 2 and 10 arcmin uncrossed than either between 4 arcmin crossed and 4 arcmin uncrossed or between 6 and 14 arcmin uncrossed (see Fig. 7B for an illustration in ROIs V1 and V3A). For the even harmonics, an ANOVA (3 offset conditions × 5 ROIs) showed a significant effect of ROI \( (P = 0.02) \), but the pedestals did not significantly affect the phase values at odd or even harmonics (i.e., no effect were found using Harrison-Kanji tests). Significant connectivity between ROIs V1 and LOC and between ROIs V3A and \( hMT^+ \) was found for every disparity pedestal.

Overall, the disparity pedestals mainly affected the SNR values at the odd harmonics (an effect was also found in the V3A ROI at even harmonics for lateral motion) and did not change the estimated phases and connectivity. Importantly, the changes in the SNRs did not affect the conclusion we made on the difference between responses to lateral motion and MID from our analysis of the data obtained from the 14 subjects with a 0 arcmin offset (see the Signal-to-noise ratio analysis section). Indeed, a direct comparison between responses to lateral motion and MID at the two different disparity offsets led to significant effect of the condition at odd (bigger SNR for MID, \( P = 0.008 \) for a 6 arcmin offset and \( P = 0.04 \) for a 10 arcmin offset) and even (bigger SNRs for lateral motion, \( P = 0.003 \) for a 6 arcmin offset and \( P = 0.034 \) for a 10 arcmin offset) harmonics (see Fig. 4).

The phase differences observed at the second harmonics are provided in Table 1.

Consistent with the fact that the disparity pedestals did not affect the phase of the responses to lateral motion and MID separately, they did not change the phase difference between these two conditions. For both a 6 and a 10 arcmin offset, responses in all the ROIs (including the V1 ROI) were lagged for MID. These results were supported by Rayleigh tests that

Table 1. Phase difference between lateral motion and motion in depth from different disparity offsets at the second harmonics

<table>
<thead>
<tr>
<th>ROIs/Offsets</th>
<th>No Offset, °</th>
<th>6 arcmin Offset, °</th>
<th>10 arcmin Offset, °</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>32 ± 5, 70</td>
<td>25 [2, 49]</td>
<td>30 [2, 58]</td>
</tr>
<tr>
<td>V4</td>
<td>51 [17, 68]</td>
<td>50 [14, 87]</td>
<td>58 [16, 101]</td>
</tr>
<tr>
<td>LOC</td>
<td>31 [1, 62]</td>
<td>41 [28, 55]</td>
<td>27 [10, 45]</td>
</tr>
<tr>
<td>hMT+</td>
<td>42 [11, 74]</td>
<td>41 [9, 74]</td>
<td>62 [19, 106]</td>
</tr>
</tbody>
</table>

\( n = 10 \) subjects. Nos, give the average phase difference in degrees, while the two nos. in the brackets provide the 95% confidence interval. ROIs, regions of interest; LOC, lateral occipital complex.
confirmed that the phase values in every ROI were nonuniformly distributed. For the two disparity pedestals, Watson-Williams tests also generally confirmed that lags were different in the different ROIs ($P = 0.06$ and $P = 0.03$ for the 6 and 10 arcmin pedestals, respectively). The lags in higher visual ROIs like V3A, hMT+ or V4 are larger than those in the V1 ROI. As a reminder, the $\sim 30^\circ$ phase difference observed in the V1 ROI for the 3 offsets corresponds to either a lag for MID of 20 ms or a lead of 216 ms, while the $\sim 65^\circ$ phase difference observed in the V3A ROI corresponds to either a lag for MID of 43 ms or a lead of 193 ms. As we noted above, it seems more likely that these phase differences represent a lag rather than a lead.

Cortical responses outside the functional ROIs. We saw in Fig. 2 that, although the cortical activity evoked by our stimuli is mainly localized within our functionally defined ROIs, additional activity exists in the parietal cortex. To characterize these responses, we used a segmentation based on the anatomy (see the Functional and anatomical area definition section) to define in each subject two new regions: the inferior and the superior parietal cortex. Figure 8A shows these regions in one typical subject.

The inferior and superior parietal ROIs extend on either side of the intraparietal sulcus. Because these ROIs are very broad and also because they are not defined using functional localizers, our source estimation technique is probably less accurate in this case, suggesting that caution is in order regarding the exact origin of the activation described below. However, responses from these two ROIs probably reflect the neural processes from several areas that have previously been described as very responsive to depth. In particular, our superior parietal ROI encompasses the ventral portion of the intraparietal sulcus and the dorsal and medial part of the intraparietal sulcus. It was shown recently that these areas have specific responses to disparity-defined objects (see Durand et al. 2009).

From the estimated time courses (Fig. 8B), we see that, while lateral motion leads to very symmetric responses in these two ROIs, responses to MID have a strong asymmetric component, particularly in the superior parietal ROI. The larger SNRs for MID at odd harmonics and for lateral motion at even harmonics were confirmed by ANOVAs (2 conditions $\times$ 2 ROIs). Significant condition effects were found for odd ($P = 0.004$) and even harmonics ($P = 0.025$). Our analysis of the phase at the second harmonic (Fig. 8B) shows consistent lags (i.e., with $P$ values < 0.05 in the Rayleigh test) for the responses to MID in both the two regions. These lags were equal to $57^\circ$ in the inferior parietal ROI and to $87.8^\circ$ in the superior parietal ROI with confidence intervals of $[34^\circ, 80.2^\circ]$ and $[53.8^\circ, 121.8^\circ]$, respectively. These phase values are consistent with lags in time of 37 ms in the inferior parietal ROI and of 58 ms in the superior parietal ROI. Interestingly, the lag observed in the superior parietal cortex is even larger than the one measured in our V3A ROI, suggesting that differences in time between the responses to MID and lateral motion increase along the dorsal pathway.

The effects of the disparity offsets on the SNRs estimated in these two ROIs are shown in Fig. 9.

As was seen in the functionally defined ROIs, the offsets only affected the SNRs at odd harmonics for MID. This was confirmed by an (3 offset conditions $\times$ 2 ROIs) ANOVA that led to a significant effect ($P = 0.006$) of the condition. The offsets did not affect the phase values. In the inferior parietal ROI, the average phase values (95% confidence intervals) were equal to $53.7^\circ$ $[22.5^\circ, 84.8^\circ]$, $59.3^\circ$ $[30.7^\circ, 87^\circ]$ and $57^\circ$ $[11.4^\circ, 102.6^\circ]$, for offsets of 0, 6 and 10 arcmin, respectively. In the superior parietal ROI, these values were equal to $95.8^\circ$ $[51.8^\circ, 139.9^\circ]$, $73.2^\circ$ $[45.5^\circ, 101^\circ]$ and $76.1^\circ$ $[31.4^\circ, 120.8^\circ]$. All of

---

**Fig. 8.** Responses to lateral motion and motion in depth outside our functionally defined ROIs. A: localization of the two studied anatomically defined regions: the inferior parietal cortex and the superior parietal cortex. B: time courses estimated in these two regions (see Fig. 3 for the details of the legend). C: SNRs for odd and even harmonics. D: histograms of the phases at the second harmonic (see Fig. 5 for the details of the legend).

**Fig. 9.** SNRs for lateral motion (A) and motion in depth (B) from three different disparity offsets (0, 6 and 10 arcmin) in the inferior (Inf. Par.) and superior (Sup. Par.) parietal cortex ($n = 10$ subjects).
these lags were estimated as reliable according to Rayleigh tests ($P < 0.05$). Consistent with the responses without offset, a direct comparison between responses to lateral motion and MID at the two different disparity offsets led to significant effect of the condition at odd (bigger SNR for MID, $P = 0.003$ for a 6 arcmin offset and $P = 0.01$ for a 10 arcmin offset) and even (bigger SNRs for lateral motion, $P = 0.006$ for a 6 arcmin offset and $P = 0.02$ for a 10 arcmin offset) harmonics. Our connectivity analysis did not detect significant connectivity between the parietal ROIs and any of the other ROI at any of the offset values.

**DISCUSSION**

By coupling high-density EEG with the definition of functional ROIs obtained from fMRI (Cottereau et al. 2012a, see also Pitalis et al. 2013 for a similar approach), we were able to characterize the dynamics of the cortical responses to 2D and 3D motion within distinct visual ROIs. Our stimuli were monocularly identical and only differed in their interocular phase difference (see Fig. 1). We found both amplitude and phase effect in all our functionally defined ROIs and also in parietal regions that were anatomically defined. An analysis of the SNRs showed that, compared with the responses to lateral motion, responses to MID are more asymmetric (i.e., they have bigger odd harmonics and weaker even harmonics, see Figs. 4 and 8). The same result was found for all the disparity pedestals. In addition, the SNR of the odd harmonic responses to MID is affected by the disparity offsets (see Figs. 6 and 9).

This modulation is consistent with the absolute disparity-tuning curves that we characterized in a previous study (Cottereau et al. 2011) where asymmetries existed between the population responses to 4 arcmin crossed and uncrossed, but also between the responses to 2 and 10 arcmin uncrossed or between the responses to 6 and 14 arcmin uncrossed (see also the Effects of the disparity offset from the fixation plane section). In addition to these asymmetries caused by the cortical responses to absolute disparity, our odd harmonics SNRs might also reflect responses from neural populations selective to higher-order disparity mechanisms. Indeed, our MID stimulus contains relative disparities between the moving bars and the static background that remains in the fixation plan. Among our ROIs, V3A has specific responses to relative disparity (Backus et al. 2001; Cottereau et al. 2011; Tsao et al. 2003) that remain strongly dependent on the absolute disparity responses (Cottereau et al. 2012). These responses should preserve the asymmetries present in the disparity tuning curves. It is therefore possible that the difference we measured between the amplitudes associated to MID and lateral motion at odd harmonics are caused by the specific disparity values used in our experimental protocol.

At least two alternative hypotheses involving more general mechanisms should, however, be considered. First, disparity-defined objects can be seen in our MID stimulus when the bars are in front of the static reference. In the ventral pathway, the LOC has specific responses to disparity-defined objects (Cottereau et al. 2011; Gilae-Dotan et al. 2002). Several regions within our superior parietal ROI have the same properties: the ventral portion of the intraparietal sulcus and the dorsal and medial part of the intraparietal sulcus (see Durand et al. 2009). Our odd harmonics could also reflect asymmetries between forward and backward motion. To our knowledge, this hypothesis has never been tested for 3D motion defined by interocular phase differences. Using nonstereoscopic presentations, several studies have suggested that the responses to inward optic flow (looming) were stronger than the responses to “receding” optic flow in the occipital cortex (Lamberty et al. 2008; Wunderlich et al. 2002).

The SNR for lateral motion is around 6 dB (i.e., 2 times in linear scale) larger than that obtained for MID within each of our ROIs, regardless of the pedestal value. The strength of this effect suggests that it reflects a general difference between the processing of 2D and 3D motion. This amplitude suppression for MID is consistent with the fact that lateral motion is far more detectable than stereo motion (Harris et al. 1998; Tyler 1971; Tyler and Foley 1974; Westheimer 1990). Interestingly, this effect already exists in the V1 ROI, suggesting a suppression caused by the combination of the two monocular signals.

We also found consistent phase differences between lateral motion and MID for the three pedestals (see Table 1). Our results reveal consistent lags for MID. This difference in the temporal characteristics of lateral motion and MID, combined with the smaller even harmonic responses for MID, may contribute to the poorer psychophysical sensitivity to rapid oscillations in depth originally found by Regan and Beverley (1973a, 1973b). There is other indirect evidence that MID processing is slow compared with lateral motion. Voluntary convergence has a longer latency (~160 ms) and a worse response to sinusoidal motion along the z-axis (Rashbass and Westheimer 1961), compared with pursuit (velocity driven), which has a short latency (~100 ms) and good response to sinusoidal motion along the x-axis. In our study, time-lags are present as early as the V1 ROI and then increase in the extrastriate ROIs, suggesting additional processing for MID within these higher visual ROIs. On average, the longest lags (mainly in the V3A ROI but also in ROIs V4 and hMT+) correspond to a delay for MID of as much as 45 ms (these lags increase to 55 ms in our superior parietal ROI), a value close to the 60-ms latency difference between convergence and pursuit described above.

Using a novel functional connectivity analysis, we found response covariations between ROIs V1 and LOC during both MID and lateral motion. The LOC is involved in many aspects of object processing (Kourtzi and Kanwisher 2002). More particularly, it combines stereo and motion cues for object segmentation (Vinberg and Grill-Spector 2008). The moving bars in our stimuli were surrounded by a static background and were therefore seen as moving relative to this background. The connection between ROIs V1 and LOC is thus consistent with the LOC, integrating both motion and stereo cues from early visual areas to segment the bars from their background.

We also found strong connections between the V3A and hMT+ ROIs during MID. Importantly, these connections were statistically significant for all the disparity pedestals and are therefore probably independent of the specific disparity values used in our experiment. Recent fMRI studies have demonstrated that both areas hMT+ and V3A are highly responsive to various aspects of MID (Rokars et al. 2009). In our previous work, we emphasized that the V3A ROI responded strongly to a central disk alternating between disparities (Cottereau et al. 2012b, 2012c). Our connectivity analysis extends these results by suggesting that both the hMT+ and V3A ROIs are con-
connected within a cortical network specifically devoted to the processing of MID.

As described in the Introduction, MID can be perceived via two different cues: the interocular velocity difference (IOVD) and the CDOT. Our stimuli contained information about both CDOT and IOVD, so either or both cues might have generated our measured responses to MID. There are several considerations suggesting that our responses were dominated by CDOT. First, we found an effect of the disparity pedestals on the SNR at odd harmonics (Fig. 6). The pedestals modify the disparity information but leave the IOVD unchanged, which implies that at least some portion of our responses at odd harmonics was driven by disparity selective cells. In a previous study where we used dynamic random dot stimuli that selectively isolated disparity (Cottereau et al. 2011), we showed that the responses to CDOT always contained both odd and even harmonics, with the SNRs at even harmonics being stronger than those at odd harmonics (see Figs. 3 and 4 in Cottereau et al. 2011). Thus the even harmonics also contained some disparity-related components. Second, in a recent study, Czuba et al. (2010) compared MID sensitivity for a full cue condition (both cues present) to stimuli that selectively stimulated either disparity alone or interocular velocity alone. They showed that for the central stimulation (stimuli falling within the central 14°) and the slow speeds (~0.3°·s⁻¹·eye⁻¹) used in our study, sensitivity for disparity stimuli matched performance for the full cue condition and was substantially better than sensitivity for IOVD stimuli. Finally, the lag difference that we found between the responses to lateral motion and MID is consistent with the results obtained by Ponce and collaborators (2008) in a study where they combined single-cell recordings with deactivation by cooling. They showed that motion responses follow a direct pathway that goes directly from V1 to MT, while disparity responses follow an indirect pathway passing through areas V2 and V3. The additional lags for MID that we observe in higher visual areas could be the signature of this indirect pathway.

Although these considerations suggest a strong contribution of disparity-selective populations to our results, we cannot rule out that some portion of our responses were also generated by IOVD-selective populations (including neurons responsive to the IOVD difference between our bars and the static reference). It would be interesting to learn if the phase differences we observed in our study diminish for faster and more eccentric stimuli where MID perception is more dependent on IOVD (Czuba et al. 2010). Because IOVD is based on the monocular motion elicited in each of the two eyes, the timing of responses dominated by IOVD might be closer to those of lateral motion.
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