Eye-centered visual receptive fields in the ventral intraparietal area
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First published April 30, 2014; doi:10.1152/jn.00057.2014.—The ventral intraparietal area (VIP) processes multisensory visual, vestibular, tactile, and auditory signals in diverse reference frames. We recently reported that visual heading signals in VIP are represented in an approximately eye-centered reference frame when measured using large-field optic flow stimuli. No VIP neuron was found to have head-centered visual heading tuning, and only a small proportion of cells had reference frames that were intermediate between eye- and head-centered. In contrast, previous studies using moving bar stimuli have reported that visual receptive fields (RFs) in VIP are head-centered for a substantial proportion of neurons. To examine whether these differences in previous findings might be due to the neuronal property examined (heading tuning vs. RF measurements) or the type of visual stimulus used (full-field optic flow vs. a single moving bar), we have quantitatively mapped visual RFs of VIP neurons using a large-field, multipatch, random-dot motion stimulus. By varying eye position relative to the head, we tested whether visual RFs in VIP are represented in head- or eye-centered reference frames. We found that the vast majority of VIP neurons have eye-centered RFs with only a single neuron classified as head-centered and a small minority classified as intermediate between eye- and head-centered. Our findings suggest that the spatial reference frames of visual responses in VIP may depend on the visual stimulation conditions used to measure RFs and might also be influenced by how attention is allocated during stimulus presentation.

visual signals are integrated with other sensory cues in many cortical areas to construct a more complete representation of space (Avillac et al. 2005; Cohen and Andersen 2002; Fetsch et al. 2007; Maier and Groh 2009; Pouget et al. 2002). The ventral intraparietal area (VIP) is a multimodal brain region receiving sensory inputs from visual, vestibular, auditory, and somatosensory systems (Avillac et al. 2005; Bremmer et al. 2002a,b; Chen et al. 2011a,b; Colby et al. 1993; Duhamel et al. 1998; Guipponi et al. 2013; Lewis and Van Essen 2000; Macciokas and Britten 2010; Schlack et al. 2002, 2005; Zhang and Britten 2010). These different sensory signals in VIP are represented in diverse spatial reference frames. Specifically, facial tactile receptive fields (RFs) are represented in a head-centered reference frame (Avillac et al. 2005), whereas visual and auditory RFs are organized in a continuum between eye- and head-centered coordinates (Schlack et al. 2005). Vestibular heading tuning in VIP is represented in a body-centered reference frame (Chen et al. 2013b), whereas visual heading tuning (based on optic flow) is coded mainly in an eye-centered reference frame (Chen et al. 2013c).

The eye-centered visual heading tuning of VIP neurons (Chen et al. 2013c) appears to be at odds with the previous reports of head-centered visual RFs from Duhamel et al. (1997) and Avillac et al. (2005). There are two main differences between these two groups of studies. The first difference involves the visual stimuli that were used: Chen et al. (2013c) used large-field optic flow (random dot) stimuli, whereas Duhamel et al. (1997) used a single bar stimulus that moved in the preferred direction of each neuron and thus stimulated one small patch of the visual field at a time. The second difference between studies is the neuronal response property that was examined: Chen et al. (2013c) measured visual heading tuning curves, whereas Duhamel et al. (1997) characterized visual RFs. Although there is no particular reason to believe that the spatial reference frames of visual heading tuning and visual RF locations should be linked, it is currently unclear whether the differences between previous studies are mainly due to the different response properties measured or the different stimuli used.

We have used a large-field stimulus consisting of multiple simultaneously presented random-dot patches, along with a reverse-correlation technique (Chen et al. 2008), to quantify the spatial and directional structure of visual RFs in VIP. We found that VIP visual RFs shifted systematically with eye position, largely consistent with an eye-centered reference frame. Although a small minority of cells was characterized by an intermediate representation, our results differ substantially from those of Duhamel et al. (1997) and Avillac et al. (2005), who reported that a substantial proportion of VIP neurons have head-centered RFs.

MATERIALS AND METHODS

Subjects and Experimental Protocols

Extracellular recordings were made from four hemispheres in two male rhesus monkeys (Macaca mulatta) weighing 7–10 kg. The monkeys were chronically implanted with a circular Delrin ring for head stabilization as well as two scleral search coils for measuring binocular eye position. Details have been described in previous publications (Chen et al. 2013a,b,c; Fetsch et al. 2007; Gu et al. 2006; Takahashi et al. 2007). All procedures were approved by the Institutional Animal Care and Use Committee at Washington University in St. Louis and were in accordance with National Institutes of Health guidelines.

During experiments, the monkey was seated comfortably in a primate chair secured on a motion platform. Visual stimuli, generated using the OpenGL graphics library and an OpenGL accelerator board (Quadro FX 3000G; PNY Technologies, Parsippany, NJ; see Gu et al. (2006) for details), were rear-projected (Christie Digital Mirage 2000;
Cyrus, CA) onto a tangent screen placed 30 cm in front of the monkey (subtending 90° of visual angle). The monkey chair and the tangent screen were covered on all sides with black matte material such that the monkey’s field of view was restricted to the visual display. Image resolution was 1,280 × 1,024 pixels, and refresh rate was 60 Hz. Visual stimuli were viewed binocularly at zero disparity.

Visual RFs were measured using a multipatch, random-dot motion stimulus (Fig. 1) along with a reverse-correlation technique (Chen et al. 2008). The visual stimulus, which covered an area that subtended 80° × 80°, was divided into a virtual square grid of 64 (8 × 8) nonoverlapping subfields with each subfield subtending 10° × 10° of visual angle. In each video frame, each subfield contained a pattern of 0.15–0.15-cm yellow dots (density: 0.01/cm²) that were located at random positions (dots are shown as gray in Fig. 1). Across video frames, all dots within each subfield moved coherently in 1 of 8 possible directions (0, 45, 90, 135, 180, 225, 270, or 315°; 0°: rightward; 90°: upward). The directions of motion in every subfield were updated simultaneously and independently every 100 ms throughout each 2-s trial. The same speed of motion (40°/s) was applied to dots in all subfields because most VIP neurons prefer high speeds (Bremmer et al. 2002a; Yang et al. 2011).

In each trial, monkeys were required to fixate a target (0.2 × 0.2°) for 200 ms before stimulus onset and to maintain fixation throughout the whole trial (2 s) to receive a reward. In all experiments here, the head was fixed relative to the body, and only eye position relative to the head was varied. Thus head- and body-centered representations are indistinguishable in these experiments. The fixation target was presented at one of three possible positions spaced 20° apart (0° at the center of the screen, −20° to the left of center, or +20° to the right of center), and the location was chosen randomly in each trial. Thus three separate RF maps were obtained, corresponding to the three eye positions. Trials were aborted and data were discarded when a monkey’s gaze deviated by >1° from the fixation target. Typically, about 60–100 trials (mean = 80) were necessary to obtain a reasonably smooth RF map for each fixation position (Chen et al. 2008).

Neural Recordings

For single-unit recordings, a plastic grid made from Delrin (3.5 × 5.5 × 0.5 cm), containing staggered rows of holes (0.8-mm spacing), was stereotaxically attached to the inside of the head-restraint ring using dental acrylic and was positioned to overlay VIP in both hemispheres. The patterns of white and gray matter, as well as neuronal response properties, were used to identify VIP as described previously (Chen et al. 2011a,b, 2013a,b,c). Recordings were made using tungsten microelectrodes (FHC, Bowdoinham, ME) that were inserted into the brain via transdural guide tubes. For each neuron encountered in an electrode penetration, we first explored the RF and tuning properties qualitatively by manually controlling the parameters of a flickering or moving random-dot stimulus and observing the instantaneous firing rate of the neuron in a graphical display. The RF mapping protocol, which allowed quantification of the RF for each eye position, was delivered after the preliminary mapping of visual response properties.

Data presented here were recorded from the same animals and locations as those studied by Chen et al. (2013c; see their Fig. 6 for recording locations; n = 29 from monkey E, n = 57 from monkey Q). Some VIP neurons (n = 15 from monkey E, n = 36 from monkey Q) were tested with both visual heading tuning [see Chen et al. (2013c) for details] and RF mapping protocols, whereas the remaining neurons were tested only with the RF mapping protocol. Data for visual heading tuning have been presented elsewhere (Chen et al. 2013c; see their Fig. 3), so we focus on the RF mapping data in this report. Results were similar for the two monkeys, thus data were pooled across monkeys for all histograms and population analyses.

Analysis of RF Maps

All data analyses were done in MATLAB (MathWorks, Natick, MA). To obtain a RF map for each neuron, an 80 × 80° area of the display screen was divided into 64 (8 by 8) equal-sized subfields, and a random sequence of directions of motion was presented in each subfield. Neural responses to the stimuli in each subfield were characterized by the strength of directional selectivity, which was measured using a reverse-correlation method (Chen et al. 2008). Specifically, the spike train was cross-correlated with the temporal sequence of motion directions to generate a direction-time response map for each subfield in the stimulus grid. If neuronal responses are coupled with the stimulus over a range of correlation delays (T) from 0 to 200 ms (in 1-ms steps), a pattern will emerge in the direction-time response map; otherwise, the profiles will show no structure. These maps, therefore, reveal the direction tuning for each subfield that falls within the RF of the neuron. Note that this particular method will only reveal portions of the RF that have directional selectivity. In contrast, portions of RF that are nondirection-selective will not be registered by this method (Chen et al. 2008).

For each subfield, we identified the peak correlation delay ($T_{peak}$) as the value of $T$ at which the variance among direction tuning curves in all 64 subfields reached a maximum. A horizontal cross-section through the response maps at $T_{peak}$ yields a direction tuning curve for each subfield in the stimulus grid (Chen et al. 2008). The strength of direction tuning was estimated by computing the vector sum of the normalized responses to the 8 directions of motion. The larger the vector sum value, the stronger and/or narrower the direction tuning. A confidence interval (CI) was calculated for each vector sum value using a resampling method (Chen et al. 2008). Randomized direction tuning curves were generated from a range of negative (i.e., noncausal) correlation delays from 0 to −200 ms (in 1-ms steps) for each subfield, and a vector sum was calculated. These 200 vector sums formed a distribution reflecting the noise level in the measurements, from which a 95% CI was derived (percentile method). The direction tuning in a particular subfield was considered statistically significant if its corresponding vector sum lay outside of the 95% CI generated from the noncausal correlation delays. Only neurons for which the RF maps for all 3 eye positions had vector sum values significantly different from the noise level (for 5 sequential correlation delays) are included in the following analyses ($n = 62, 26$ from monkey E, 36 from monkey Q).

For neurons that met these criteria, the direction tuning curve for each subfield was fit with a von Mises function (Chen et al. 2008, 2013b,c; Fetsch et al. 2007) given by:

$$R(\theta) = A \cdot e^{-\frac{2}{\sigma^2} [1-\cos(\theta-\theta_p)]} + r_b$$

where $\theta$ denotes heading, $\theta_p$ denotes the preferred heading, $\sigma$ determines tuning width, $A$ represents the response amplitude, and $r_b$ denotes the baseline firing rate. The neuronal response strength in each subfield was estimated as the peak-to-trough response amplitude of the fitted von Mises curve. These amplitude values were then plotted as a function of the center location of each stimulus subfield, thus creating a two-dimensional (2-D) RF map.

Quantification of RF Shifts

To determine the spatial reference frame of visual RFs for VIP neurons, we used three different methods to quantify how RF maps shifted with eye position. The location and size of the RF were quantified by fitting the amplitude data with a 2-D Gaussian function (Chen et al. 2008):
where \((x_c, y_c)\) are the coordinates of the peak of the spatial profile, \(\sigma_x\) and \(\sigma_y\) are the tuning widths along the horizontal \((x)\) and vertical \((y)\) dimensions, respectively, and \(b\) is the baseline response level. The goodness of fit was quantified by calculating the correlation coefficient \(r^2\) between the original RF and the fitted 2-D Gaussian function as indicated by \(r^2\) values. For the majority of fits (75.8\%), \(r^2\) values were \(>0.6\) (Fig. 5A). Shifts in RF location with eye position could be assessed as changes in the value of \(x_c\) for RF maps measured at the three different horizontal eye positions. In addition, response gain field modulations by eye position were measured by the amplitude ratios, \(A_{x,y}/A_0\) (which quantified the gain change between left and center eye positions) and \(A_{x,y}/A_0\) (gain change between right and center positions). Only neurons for which all three RFs were well-fit separately by Eq. 2 \((r^2 > 0.6, 0.6\) all 6 fit parameters free\) were included in the analyses of gain fields and RF shifts \((n = 42, 17\) from monkey \(E, 25\) from monkey \(Q)\).

Displacement index. The spatial reference frame of visual RFs was also assessed nonparametrically by measuring RF shifts using a displacement index \((DI)\):

\[
DI = \frac{\sqrt{\sum_{(x,y)}(R(x,y) - R(x+k,y+k))^2}}{\sum_{(x,y)}(P_i - P_j)}.
\]

Here, \(k_x\) and \(k_y\) (in degrees) are the relative displacements of the two RFs \((\text{denoted} R_1 \text{and} R_2)\) along the \(x\)- and \(y\)-axes, respectively, and the superscript above \(k\) refers to the maximum covariance between the two RFs, which were linearly interpolated to 1° resolution (using the MATLAB function interp2) and systematically displaced relative to one another along the \(x\)- and \(y\)-axes. The denominator represents the difference between the two eye-fixation positions \((P_i \text{ and} P_j)\) at which the RFs were measured. Note that only the horizontal component of DI was used for this analysis because eye position only varied horizontally. If a RF shifts by an amount equal to the change in eye position, then \(DI = 1\), and the RF is considered to be eye-centered. If no shift in RF position occurs with changes in eye position, then \(DI = 0\), and the RF is head-centered. Only cells with good RF fits for at least two eye positions \((r^2 > 0.6\) for 2-D Gaussian fit \(>0.6,\) Eq. 2) were included in the DI analyses. The number of RF pairs \((\text{i.e., number of DIs})\) that passed all criteria to be included in this analysis was \(n = 139\) (59 pairs from 24 neurons in \(monkey E\), 80 pairs from 33 neurons in \(monkey Q\)). Although \(T_{\text{peak}}\) could be different for each eye position, differences in \(T_{\text{peak}}\) across eye positions were generally quite small. Moreover, there was no significant correlation at the population level between DI and the difference in \(T_{\text{peak}}\) between eye positions \((P = 0.21, \text{Wilcoxon signed-rank test})\). Results were very similar if a single value of \(T_{\text{peak}}\) (from the RF map with the maximum peak response) was used across all three eye positions.

A CI was computed for each DI value using a bootstrap method. Bootstrapped RFs were generated by resampling \(\text{(with replacement)}\) the data for each motion direction, and then a DI value was computed for each pair of bootstrap RFs. This was repeated 1,000 times to produce a distribution of bootstrap DI values from which a 95% CI was derived \((\text{percentile method})\). A DI value was considered significantly different from a particular value \((0 \text{ and/or} 1)\) if its 95% CI did not include that value. A DI was classified as eye-centered if the CI did not include 0 but included 1. A DI was classified as head-centered if the CI did not include 1 but included 0. Finally, a DI was classified as intermediate if the CI was contained in the interval between 0 and 1 but did not include 0 or 1. All other cases were designated as unclassified.

DI values from RF data are also compared with DI values from visual heading tuning curves as long as the data corresponding to both DI values passed the following criteria for significant spatial structure. For the former \((\text{RF DIs})\), the requirement was that RF maps for both eye positions should be well-fit \((r^2 > 0.6\) for 2-D Gaussian fit \(>0.6\)). For the latter \((\text{heading tuning DIs})\), significance was judged as follows \([\text{see Chen et al. (2013c) for details}]\). Peristimulus time histograms were constructed for each heading and each eye-fixation position. Heading tuning curves were then constructed by plotting firing rate, computed in a 400-ms window centered on the “peak time” of the neuron \([\text{Chen et al. (2010)}\text{, as a function of heading}]\). The peak time was defined as the center of the 400-ms window for which the neuronal response reached its maximum across all stimulus conditions. To identify the peak time, firing rates were computed in many different 400-ms time windows spanning the range of the data in 25-ms steps. For each 400-ms window, a one-way ANOVA \((\text{response by heading direction})\) was performed. Heading tuning was considered statistically significant if the one-way ANOVA passed the significance test \((P < 0.05)\) for five contiguous time points centered on the peak time. Only DIs computed from significant heading tuning curves were included. The number of cases for which both the RF maps and the heading tuning data passed the criteria for computing DI values was \(n = 48\) \((18 \text{ from} monkey E, 30\) from monkey \(Q)\).

Fitting RFs with eye- and head-centered models. To determine whether the set of RFs measured at all three eye positions was most consistent with an eye- or head-centered representation, the three RF profiles for each neuron were fit simultaneously with a set of functions having the form of Eq. 2. In the eye-centered model, \(A, b, x_c, \sigma_x, \sigma_y\) were free parameters for each eye position, but \(x_c\) was constrained to shift by exactly the amount of the eye position change \((\text{i.e.,} x_c\) for straight ahead, \(x_c + 20°\) for left fixation, \(x_c - 20°\) for right fixation\). In the head-centered model, \(x_c\) was constrained to have the same value for all 3 eye positions \((\text{no shift})\), but the other 5 parameters were free to vary with each eye position. Thus the total number of free parameters for each model was \(16\) \((5 \text{ free parameters times} 3 \text{ fixation positions, plus} x_c)\).

For each fit, the correlation between the best-fitting function and the data was computed to measure goodness of fit. To remove the influence of correlations between the models themselves, partial correlation coefficients were computed by the MATLAB function partialcorr and subsequently normalized using Fisher \(r\)-to-\(z\) transform \((\text{Angelaki et al. 2004; Chen et al. 2013b,c; Fetsch et al. 2007; Smith et al. 2005})\) such that \(z\)-scores from the eye- and head-centered models could be compared in a scatterplot. If the \(z\)-score for 1 model was \(>2.326\) and exceeded the \(z\)-score for the other model by \(\geq 2.326\) \((\text{equivalent to a} P \text{ value of} 0.01)\), that model was considered a significantly better fit to the data than the alternative model \([\text{Chen et al. 2013b,c; Fetsch et al. 2007}]\). Only neurons for which all 3 RF maps were well-fit separately by Eq. 2 \((r^2 > 0.6, 0.6\) all 6 parameters free\) were included in this \(z\)-score analysis \((n = 42, 17\) from monkey \(E, 25\) from monkey \(Q)\).

RESULTS

To examine whether VIP RFs are represented in eye- or head-centered reference frames, RF maps were obtained for three different eye-fixation positions \((\pm 20°\) left, \(0°\) center, and \(20°\) right) while keeping the head and body fixed relative to the world. As illustrated in Fig. 1, we used a multipatch, random-dot visual motion stimulus to map RFs \([\text{see MATERIALS AND METHODS and Chen et al. (2008)}\text{ for details}]\). Each of the 64 subfields \((8 \times 8 \text{ grid})\) was \(10 \times 10\) in size and contained a random-dot pattern moving coherently in 1 of 8 directions \((0°: \text{rightward}; 90°: \text{upward})\). Every 100 ms, the direction of motion was chosen randomly for each of the 64 subfields such that each RF subregion was probed repeatedly with all 8 motion directions over time. The resulting spike train was cross-correlated with the stimulus sequence, resulting in a distinct direction-time map \((\text{Fig. 2, left column})\) for each individual subfield and each eye position. If the portion of the RF of the neuron overlying a particular stimulus subfield produces a direction-selective visual response, then that subfield will show...
structure in the direction-time map. If no directional response is elicited by the stimulus in a particular subfield, the direction-time map will be unstructured.

For the example neuron shown in Fig. 2, a few subfields show clear directional responses, with a preference for −225° (downward and leftward) motion. A horizontal cross-section through the direction-time map of each subfield at $T_{\text{peak}}$ yields a direction tuning curve (Fig. 2, right column) for each subfield. These direction tuning curves were then fitted with von Mises functions (Eq. 1), and the amplitude difference between the peak and trough of the fitted tuning curve was taken as a measure of response strength for each subfield location. A spatial RF profile was then constructed by plotting this response strength as a function of the center location of each subfield as illustrated for the example VIP neuron in Fig. 3A. The three constructed RFs, one for each eye position, were then fitted with 2-D Gaussian functions (Eq. 2) as shown in Fig. 3B. For this example neuron, response amplitude varies substantially with eye position, indicative of a gain field with peak response increasing systematically from −20° (left) to 0° and to 20° (right). Importantly, the RF location relative to the fixation target (white x) remained relatively constant, whereas RF location relative to the screen clearly changed. This pattern indicates an eye-centered RF.

To quantify how the location of visual RFs changed with eye position, a DI was computed to quantify the shift of each pair of RFs relative to the change in eye position (Avillac et al. 2005; Fetsch et al. 2007). This method used the actual RF maps (not the Gaussian fits), which were interpolated and then shifted systematically relative to each other to find the shift that maximizes the cross-covariance between each pair of RFs (see MATERIALS AND METHODS for details). This technique takes into account the entire RF profile rather than just one parameter such as the peak. In addition, DI is also robust to variations in the gain or width of the RFs.

For the example neuron shown in Fig. 3A, DI = 0.75 for RFs measured at eye positions of −20 and 0°, DI = 1.10 for eye positions of 0 and 20°, and DI = 0.93 for positions 20 and −20°. These values are broadly consistent with an eye-centered representation. Figure 4A shows the distribution of DI values obtained from two monkeys. DI values clustered near 1 with a mean DI of 0.92 ± 0.05 SE, which was significantly different from 0 ($P < 0.0001$, t-test) and significantly different from 1 ($P = 0.002$, t-test). At the single-neuron level, 105/139 DI values were classified as eye-centered, 19/139 DI values were classified as intermediate, and only 1/139 DI values was classified as head-centered. Thus the RFs of VIP neurons were generally eye-centered but with a small minority of RFs being significantly intermediate between head- and eye-centered.

The data of Fig. 4A show a substantial range of variation in DI values. This raises the question of whether this variability is mainly neural in origin or largely due to noise in our measurements and errors induced by our analysis procedures. In our experiment, eye position only varied horizontally. Thus we can examine the vertical shifts of RF location across fixation positions as a means to assess the contributions of noise and errors in analysis. Figure 4B shows the vertical shift in RF position plotted against the horizontal shift. Vertical shifts are generally very small, with a mean value of 0.018° ± 0.02 SE that is not significantly different from 0 ($P = 0.062$, Wilcoxon signed-rank test) and is significantly smaller than the average horizontal shift value of 25.24° ± 2.01 SE ($P < 0.0001$, Wilcoxon signed-rank test). The variance of the vertical shifts (4.74°) is also highly significantly smaller than the variance of the horizontal shifts (144 25°; Levene test, $P < 0.0001$). This suggests strongly that the range of DI values in Fig. 4A reflects real variation across neurons, not simply noise in the data or errors in our analysis.

The result of Fig. 4A appears to differ substantially from those of Duhamel et al. (1997) and Avillac et al. (2005), who reported that a substantial fraction of VIP neurons have head-centered RFs. Those previous studies constructed RF maps from raw neuronal responses (averaged spike counts) to a single oriented bar moving in the preferred direction of the
neuron, whereas we used the peak-to-trough amplitude of the direction tuning curve as a measure of response strength for each RF subregion. To eliminate a potential difference in analysis method, we also quantified response strength for each subfield as the cumulative spike count at the preferred direction of the neuron, which was defined as the direction having the maximum summed response across all three eye positions. Using this alternative approach, we again found that DI values clustered near 1 with a mean DI value of 1.00 ± 0.05, which was significantly different from 0 (P < 0.0001, t-test), and not significantly different from 1 (P = 0.53, t-test), and not significantly different from DI values based on the original approach (P = 0.08, Wilcoxon signed-rank test). Moreover, DI values obtained using the two methods were well-correlated, with a slope that was not significantly different from unity [type II regression; r = 0.56, P < 0.0001, slope = 1.15, 95% CI = (0.87, 1.64)]. The average horizontal and vertical sizes of RFs (defined by the parameters of σx and σy in Eq. 2) were ~10% smaller using the alternative method of computing response strength, and this difference was significant for vertical size (P = 0.008, Wilcoxon signed-rank test) but not for horizontal size (P = 0.10). Based on these observations, our approach of measuring response strength as the amplitude of the direction tuning curve for each RF subfield does not appear to account for the difference between our findings and those of Duhamel et al. (1997) and Avillac et al. (2005).

For a subset of neurons, we measured both RF maps and visual heading tuning curves using an optic flow stimulus [see Chen et al. (2013c) for details]. This allowed us to compare directly the reference frames of visual heading tuning and visual RFs for some VIP neurons. Median DI values computed from RF maps and heading tuning curves were not significantly different (P = 0.09, Wilcoxon signed-rank test). Moreover, they were correlated with a slope that was not significantly different from unity [type II regression; r = 0.39, P = 0.006, slope = 1.51, 95% CI = (0.82, 3.09); Fig. 4C]. Thus neurons with more eye-centered RFs also tended to have more eye-centered visual heading tuning curves, indicating that the spatial reference frames for these two response properties are related.
To characterize better the effects of eye position variations on RF locations and response amplitudes, we also performed a model-based analysis using 2-D Gaussian fits (see MATERIALS AND METHODS and Fig. 3B). Overall, 2-D Gaussian functions provided good fits to the RF profiles of VIP neurons, as illustrated by the distribution of $r^2$ values in Fig. 5A. For cells with 2-D Gaussian fits having $r^2 > 0.6$ for all three eye positions, the shift in RF location between left ($-20°$) and center ($0°$) eye positions ($x_{L20} - x_0$) was plotted against the shift in RF location between right ($20°$) and center eye positions ($x_{R20} - x_0$), as shown in Fig. 5B. Most data points lie much closer to the eye-centered reference frame than to the head-centered reference frame, broadly consistent with the DI analysis.

The 2-D Gaussian fits also allowed us to characterize the effects of eye position on overall response gains. A substantial proportion of VIP neurons showed robust gain fields, and the gain ratios for left and right eye positions ($A_{L20}/A_0$ and $A_{R20}/A_0$) were significantly correlated, as illustrated in Fig. 5C (type II regression on logarithms of gain ratios; $r = 0.32$, $P = 0.033$, slope = 0.61, 95% CI = (0.15, 1.52)). This positive correlation indicates that monotonic gain fields were not common. Rather, more data points fall in the upper right and lower left quadrants, consistent with nonmonotonic gain fields.

The predominantly eye-centered representation of RFs in VIP was further supported using an additional model fitting analysis to assess whether the overall pattern of data from each neuron is more consistent with eye- or head-centered reference frames. In this analysis, RF maps measured at different eye positions were fitted simultaneously with an eye- and a head-centered model (see MATERIALS AND METHODS for details). The goodness of fit of each model was measured by computing correlation coefficients between the fitted RF and the data, which were then converted into partial correlation coefficients and normalized using Fisher $r$-to-$z$ transform to enable meaningful comparisons between models independent of the number of data points (Angelaki et al. 2004; Chen et al. 2013b,c; Smith et al. 2005). $Z$-scores from the two models are compared in the scatterplot of Fig. 6. The gray region marks the boundaries of CIs that distinguish between models. Data points in the white area below the gray region were significantly better fit by the eye-centered model ($P < 0.01$), whereas data points above the gray region were significantly better fit by the head-centered model ($P < 0.01$). Data points located within the gray region were unclassified. In our sample of VIP neurons, 69.1% (29/42) were classified as eye-centered, 2.4% (1/42) were classified as head-centered, and 28.6% (12/42) were unclassified (Fig. 6). The distribution of differences in $z$-scores between the eye- and head-centered models is shown as the diagonal histogram. The mean difference in $z$-scores was 5.55, which is significantly greater than 0 ($t$-test, $P < 0.001$) and reinforces the conclusion that RF locations are represented predominantly in an eye-centered reference frame.

**DISCUSSION**

We systematically tested the spatial reference frames of visual RFs in VIP by measuring how RF locations shifted with
eye position using a reverse-correlation technique. Results from both empirical and model-based analyses show that the RFs of VIP neurons were generally represented in an eye-centered reference frame. A small proportion of neurons showed a reference frame intermediate between eye- and head-centered, similar to previous observations of intermediate reference frames in parietal cortex (Batista et al. 2007; Chang and Snyder 2010; Mullette-Gillman et al. 2005; Stricanne et al. 1996).

Chen et al. (2013c) previously showed that visual heading tuning in VIP was also represented in an eye-centered reference frame. Although the spatial reference frames of heading tuning and visual RF location need not be linked, similar observations were made for neurons in the dorsal medial superior temporal area, which are characterized by both eye-centered visual RFs (Lee et al. 2011) and eye-centered visual heading tuning (Fetsch et al. 2007). Moreover, for the subset of VIP neurons for which we measured the spatial reference frames of both visual RFs and visual heading tuning, the DI values were significantly correlated, indicating that cells with more (or less) eye-centered visual heading tuning also tend to have more (or less) eye-centered visual RFs.

Notably, our findings are somewhat different from those reported by Duhamel et al. (1997) and Avillac et al. (2005), who found that visual RFs in VIP showed a range of spatial reference frames from eye- to head-centered, with a substantial proportion of neurons exhibiting head-centered RFs. Duhamel et al. (1997) reported that head-centered RFs were more common when eye position was varied along the vertical (elevation) dimension than along the horizontal (azimuth) dimension. Since we restricted eye position changes to the horizontal meridian in the present study, this could account for a portion of the difference between studies. Nevertheless, even when considering only horizontal shifts in eye position, the data of Duhamel et al. (1997) and Avillac et al. (2005) appear to be different from our findings. It is also worth noting that fMRI studies have revealed evidence consistent with head-centered visual RFs in parietal cortex (Sereno and Huang 2006).

One possible explanation for the difference between our findings and those of Duhamel and colleagues lies in the stimuli used. In the experiments of Duhamel et al. (1997), the stimulus was a white bar moving in the optimal direction within one subfield at a time. The motion lasted 100 ms, and, after 300 ms, the bar reappeared at a different location. In the present experiments, the stimulus used to characterize VIP RFs was a large-field, multipatch, random-dot stimulus in which motion was presented simultaneously at each of 64 subfield locations with independent random sequences of direction for each subfield. Thus, key differences are that Duhamel et al. (1997) presented 1 moving bar at a time (whereas we stimulated all locations simultaneously), used only motion in the preferred direction (whereas direction varied randomly in our experiments), and used a higher speed (100 vs. our 40°/s). These differences were also shared by the experiments of Avillac et al. (2005). It is possible that presentation of many stimuli simultaneously engages lateral interactions or normalization mechanisms that might suppress head-centered inputs and leave the eye-centered inputs to dominate. At present, there is no direct evidence to support or refute this possibility.

Attention might also account for some of the difference between our findings and those of Duhamel et al. (1997). Although neither study controlled attention explicitly, attention may have been distributed differently due to the nature of the visual stimuli. When presented with a single moving bar stimulus at one subfield (Avillac et al. 2005; Duhamel et al. 1997), the monkey’s covert attention may have been attracted away from the fixation point toward the moving bar. In contrast, with our full-field, multipatch, random-dot motion stimulus, no particular location on the screen was more salient than...
Indeed, flexibility and diversity in reference frames according to both attentional and sensory context has been highlighted in recent neuroimaging studies. For example, head-centered representations in human MT+ were reported to arise only under conditions of spatially distributed attention and not while the subject performs a demanding task that requires allocation of attention near the fixation point (Burr and Morrone 2011). Accordingly, it was concluded that fMRI responses are retinotopic when attention is focused on the fixation point and spatiotopic when attention is allowed to be directed to the motion stimuli themselves (Burr and Morrone 2011). Although these conclusions were made for human MT+ rather than monkey VIP, it is possible that attention has analogous effects on spatial reference frames in both cases. Furthermore, fMRI activation in reach-coding areas has shown different reference frames when tested with visual vs. somatosensory stimuli. When targets were defined visually, the motor goal was encoded in gaze-centered coordinates; in contrast, when targets were defined by unseen proprioceptive cues, activity reflecting the motor goal was represented in body-centered coordinates (Bernier and Grafton 2010). In addition, the reference frames of auditory signals in primate superior colliculus have been reported to change dynamically from a hybrid frame of reference (intermediate between eye- and head-centered) to a predominantly eye-centered reference frame within the trial duration of a saccade task (Lee and Groh 2012). Collectively, these studies emphasize flexibility and diversity in spatial reference frame representations throughout the brain.

In summary, the current findings, combined with those of Chen et al. (2013c) and Duhamel and colleagues (Avillac et al. 2005; Duhamel et al. 1997), suggest that the reference frame representation of visual signals in VIP may depend on the experimental conditions under which visual RFs are measured, including the type of visual stimulus used and how attention is allocated. Moreover, these factors could be linked, as the nature of the visual stimulus may change how attention is allocated and, therefore, modulate spatial reference frames of the others, and attention may have been directed to the fixation point a majority of the time. Alternatively, our animals may have distributed their attention over a broad region of the visual field. These potential differences in allocation of attention may have contributed to the different spatial reference frames found in the two studies, and future experiments should be designed to test this hypothesis.
neural signals. Thus some of the flexibility and diversity of spatial reference framework representations in parietal cortex (Avillac et al. 2005; Bernier and Grafton 2010; Burr and Morrone 2011; Chen et al. 2013b,c; Duhamel et al. 1997; Mullette-Gillman et al. 2005, 2009; Schlack et al. 2005) may reflect dependencies on stimulus and task in addition to variations between areas.
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