One month in the life of a neuron: longitudinal single-unit electrophysiology in the monkey visual system
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McMahon DB, Bondar IV, Afuwape OA, Ide DC, Leopold DA. One month in the life of a neuron: longitudinal single-unit electrophysiology in the monkey visual system. J Neurophysiol 112: 1748–1762, 2014. First published June 25, 2014; doi:10.1152/jn.00052.2014.—Conventional recording methods generally preclude following the activity of the same neurons in awake animals across days. This limits our ability to systematically investigate the principles of neuronal specialization, or to study phenomena that evolve over multiple days such as experience-dependent plasticity. To redress this shortcoming, we developed a drivable, chronically implanted microwire recording preparation that allowed us to follow visual responses in inferotemporal (IT) cortex in awake behaving monkeys across multiple days, and in many cases across months. The microwire bundle and other implanted components were MRI compatible and thus permitted in the same animals both functional imaging and long-term recording from multiple neurons in deep structures within a region the approximate size of one voxel (<1 mm). The distinct patterns of stimulus selectivity observed in IT neurons, together with stable features in spike waveforms and interspike interval distributions, allowed us to track individual neurons across weeks and sometimes months. The long-term consistency of visual responses shown here permits large-scale mappings of neuronal properties using massive image libraries presented over the course of days. We demonstrate this possibility by screening the visual responses of single neurons to a set of 10,000 stimuli.
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Neurons throughout the brain show specialized patterns of activity in relation to specific sensory, motor, or cognitive events. Understanding the nature of this specialization lies at the heart of investigations into the functional organization of brain systems. Since the final output of the nervous system is driven by the coordinated action of neuronal circuits, the advantage of monitoring populations of neurons simultaneously is widely recognized (Alivisatos et al. 2012; Churchland et al. 2007; Cohen and Maunsell 2009; Nicolelis et al. 2003). Complementary to the approach of studying neuronal function by assessing activity patterns across cells, key insights may also be gained by investigating how neuronal activity changes across time. The properties of single neurons are by necessity shaped by plasticity during early development and by experience with the environment later in life. Accordingly, in seeking to understand the significance of neuronal specialization, we need to ask how neurons acquire their individual response properties and how they are affected by experience.

At present, physiological studies assessing the response profile of individual cells are usually limited to a single recording session lasting a few hours. Because many real-world instances of learning and plasticity take place on much longer timescales of days or weeks, this technical constraint imposes a fundamental limit on our ability to assess how experience drives neuronal changes. In studies assessing the acquisition of motor skills (Karni et al. 1998; Matsuzaka et al. 2007; Sanes and Donoghue 2000) or perceptual expertise (Ghose et al. 2002; Karni and Sagi 1993; Schoups et al. 2001), improvements in behavioral performance commonly emerge after repeated training sessions spread out over multiple days. Plasticity likewise alters the properties of neuronal circuits during the first few weeks after birth (Espinosa and Stryker 2012) or in transient periods after injury (Merzenich et al. 1984; Recanzone et al. 1992). Since conventional physiological recording methods provide only a snapshot of neuronal response properties at a single point in time, our understanding of plastic changes expressed over prolonged periods necessarily relies on sampling separate populations of neurons before and after learning (De Baene et al. 2008; Freedman and Assad 2006) or on comparisons between neuronal activity in trained vs. untrained conditions (Baker et al. 2002; Sigala and Logothetis 2002). The ability to routinely follow the activity of single neurons on the timescales relevant to long-term learning and plasticity would make it possible to investigate neural mechanisms of learning, development, and the recovery of brain function at a new level of precision and clarity.

Longitudinal tracking of single units is also of interest in contexts where plasticity is not likely to be a factor, and stable neuronal response properties might therefore be expected. In high-level sensory areas, neurons commonly show complex patterns of stimulus selectivity that cannot be readily accounted for by a set of simple feature parameters (DiCarlo et al. 2012; Gross et al. 1972; Kourtzi and Connor 2011). Similarly, neurons in primary motor cortex are sensitive to a broad range of movement parameters over and above their tuning for direction of motion (Scott 2008; Sergio et al. 2005). Thus neuronal activity evidently reflects specialization within a high-dimensional feature space in which the relevant parameters are largely unknown. For this reason, many of the earliest discov-
eries of neuronal specialization were not at all systematic but literally resulted from trial and error (Gross et al. 1972; Hubel and Wiesel 1998). An automated version of this strategy that has emerged in recent years for dealing with the complexity of neuronal representations is to record activity driven by large stimulus sets and then search for systematic trends in a largely data-driven manner (David et al. 2006; Kiani et al. 2007). Sophisticated genetic algorithms can greatly enhance the efficiency of the exhaustive searches of neuronal feature spaces that such methods entail (Hung et al. 2012; Yamane et al. 2008). Nonetheless, their success ultimately depends on the number of trials it is possible to obtain for a single neuron. Extending the range of a single experiment to encompass multiple days could therefore shed new light on the principles underlying neuronal specialization.

Several examples of recordings across sessions have been demonstrated (Bondar et al. 2009; Fraser and Schwartz 2012; Jackson and Fetz 2007; Mankin et al. 2012; Richardson et al. 2012; Tolias et al. 2007), illustrating that it is in principle possible to maintain stable isolations of single cells. Nonetheless, the potential of longitudinal recordings lies in the future and rests on technology that allows for flexible and robust long-term isolations. In this article, we present a straightforward method for isolating and maintaining single neurons in macaque monkeys with a microwire electrode bundle introduced through an adjustable microdrive. The method is compatible with functional magnetic resonance imaging (fMRI), allowing one to connect single-unit selectivity with regional stimulus preferences. We demonstrate the potential of this technique for addressing experimental questions that are beyond the reach of conventional methods that restrict observations of neuronal properties to single-day recording sessions.

MATERIALS AND METHODS

Subjects

Four chronic electrodes were implanted in three rhesus macaques. Lab designations were SI (monkey m1, female, 5.0 kg), TO (monkey m2, female, 5.6 kg), and RH (monkey m3, male, 8.7 kg). Monkey m2 received bilateral electrode implants; m1 and m3 received left and right hemisphere implants, respectively. All procedures were approved by the Animal Care and Use Committee and complied with the regulations of the National Institute of Mental Health (NIMH) and the National Institutes of Health (NIH).

Apparatus

Microwire electrode bundle. Electrodes were constructed from bundles of 32 or 64 microwires (12-μm diameter, NiCrAl or PtIr alloy) insulated with polyimide. The microwires were threaded through a polyimide-wrapped silica shaft (outer diameter 630 μm, inner diameter 500 μm) that was laser cut to 55-mm length (TSP50660, Polymicro Technologies, Phoenix, AZ). The tips of the wires extended 5 mm past the bottom of the silica shaft and were glued in place. A tail of wires ran 60 mm from the top end of the shaft to a block of two or four 16-pin connectors (A70242-001, Omnetics, Minneapolis, MN). The mean impedance prior to implantation was 0.7 MΩ for PtIr wires and 1.5 MΩ for NiCrAl wires measured with a 1,000-Hz alternating current and a Nipod multichannel impedance tester (NeuroNexus Technologies, Ann Arbor, MI). The construction of the microwire bundles followed procedures described previously (Bondar et al. 2009; Porada et al. 2000), at first using in-house production capabilities and later purchased commercially (Microprobes, Gaithersburg, MD).

Guide tube. Electrode shafts were inserted into the brain through a 760-μm-diameter polyimide guide tube lined with PTFE (MicroLumen, Oldsmar, FL). Guide tubes were cut to 45-mm lengths prior to surgery.

Chronic recording chamber and alignment post. Three-dimensional computer models of the chamber and microdrive components are available in the Supplemental Material for this article.1 The recording chamber was a cylinder of 22.9-mm height machined from a 3/4-in.-diameter Ultim plastic rod (Fig. 1, A and B). The base of the chamber was textured to increase the surface area of contact with acrylic. A 6.35-mm-diameter hole was drilled through the length of the chamber at an eccentric position relative to the center of the cylinder (center-to-center offset 5.08 mm). The hole fit over a separate cylindrical alignment post (6.23-mm diameter, 9.17-mm height), which when put together formed a well of adjustable depth that could be filled with silicone sealant. The guide tube and electrode shaft passed through a 0.89-mm hole drilled through the center of the alignment post.

Chronic microdrive. The microdrive was constructed from three Ultim disks (15.88-mm diameter, 4.06-mm height) held together by three ceramic or G10 resin rods (3.18-mm diameter, 25.4-mm height) and a PEEK drive screw held captive between the upper and lower Ultim plates (15-mm length, 0.7-mm pitch; Fig. 1, A and B). The electrode was clamped into the middle drive disk, the position of which moved 700 μm per revolution of the drive screw. The electrode was further stabilized by a second clamp in the lower disk. The height of the drive permitted a total of 7.5-mm travel. This range could be extended further by fastening the lower clamp and adjusting the position of the upper clamp. The foot of each rod extended 2.5 mm past the bottom of the microdrive and mated with three holes drilled in corresponding positions on the top face of the chamber. The drive was fastened to the chamber by means of two 4-40 nylon screws (1/4-in. length). Turning the drive screw caused the whole electrode bundle to move as one unit; it was not possible to advance the microwires individually.

Protective cap. Because all entry points to the brain were entirely sealed in silicone and the connector block was embedded in acrylic outside the chamber (as described below in Surgical Procedures), the chamber only needed to be accessed for the purpose of advancing the electrode. At all other times the chamber and microdrive remained covered by a protective cap (18.45-mm inner diameter, 25.5-mm outer diameter, 31.75-mm inner clearance, 34.15-mm outer height).

Surgical Procedures

All procedures were approved by the NIMH Animal Care and Use Committee and complied with the regulations of NIMH and NIH. Four chronic microwire electrodes were implanted in three monkeys. Presurgical planning was based on structural T1-weighted images obtained on a 1.5T General Electric Signa scanner. The recording target and electrode trajectory were selected to position the electrode tips in regions of interest around the superior temporal sulcus (STS). Two of the monkeys further participated in functional scans conducted presurgically on a vertical 4.7-T scanner (Bruker). In these two cases, the monkeys were fitted with MRI-compatible head posts in a previous surgery. In the third monkey the head post and chronic electrode were implanted in a single surgery. When available, results from functional scans were used to target recording sites in areas within the STS with strong selectivity for face stimuli.

On the morning of the surgery the monkey was sedated with ketamine, diazepam, and glycopyrrolate. Vital signs were monitored continuously while anesthesia was maintained under isoflurane. A
craniotomy hole (~3-mm diameter) was drilled in the skull to allow access to the dura. The guide tube was placed on a 22-gauge spinal needle that was mounted in a stereotaxic micromanipulator (David Kopf Instruments, Tujunga, CA). After the needle tip pierced the dura, the guide tube was lowered into the cortex until the end of the guide tube was 3–4 mm dorsal to the STS, based on the depth determined from the presurgical MRI scan. The outside of the guide tube was then glued in place to the alignment post so that it remained a fixed depth inside the brain. The craniotomy hole was filled with bone wax, and the alignment post was cemented to the surrounding skull with acrylic embedded by ceramic screws. After the acrylic hardened, the insertion needle was withdrawn from the guide tube and the chamber was sited on the skull using the degree of freedom afforded by rotation of the eccentric cylindrical well around the alignment post. The bottom of the chamber was shaped to match the contour of the skull with a handheld drill. Once sufficient material was removed from the chamber to achieve a dorsal-ventral positioning that allowed the electrode to reach the deepest intended target inside the brain, the chamber was cemented in place with acrylic. Then the top of the guide tube was cut a level ~2 mm below the top face of the chamber. This ensured that, after the electrode was inserted, the junction between the guide tube and electrode shaft would lie below the surface of the silicone sealant.

The electrode was clamped into the microdrive, and the exposed tips of the wire bundle were threaded into the top of the guide tube with an xyz-micromanipulator (David Kopf Instruments). After the microdrive was fastened to the chamber with nylon screws, the electrode was advanced slowly by turning the drive screw until the electrode tips extended 1 mm past the end of the guide tube, which typically placed them in the white matter dorsal to the STS. The chamber well was then filled with silicone (Kwik-Cast Sealant, World Precision Instruments, Sarasota, FL) to seal the junction between the guide tube and the electrode shaft. The purpose of the silicone seal was to close a possible route to infection inside the brain, while still remaining pliable enough to allow the electrode to advance deeper into the brain while the guide tube remained at a fixed depth. The wire tail of the electrode was then routed through a groove drilled in the side of the chamber, and the connector block was cemented to the acrylic cap outside the chamber. One week after the implant surgery, an MRI scan was conducted in order to localize the position of the electrode and to detect potential signs of brain infection. If warranted by the results of the postsurgical scan (as occurred in 2 cases, m1 and m3), the animals received a course of treatment with gentamicin and Claforan antibiotics and a follow-up scan after 2 wk. Since the craniotomy and guide tube were completely encased in the acrylic, plastic, and silicone components of the implant and chronic chamber, no routine cleaning of the chamber was possible or necessary.

**Physiological Recording Procedure**

Each day, the setup for electrophysiology recordings involved restraining the head and plugging the amplifier cable into the implanted connector block, a procedure requiring just a few minutes. When repositioning of the electrode was performed between stretches of longitudinal recording, this procedure was carried out in the awake animal while it sat in the recording booth. The protective cap was removed and the z-axis screw was rotated to advance the electrode, typically in 350- to 700-μm steps. The cap was only removed for the purpose of advancing the electrode and remained in place throughout other recording days. Our experience indicated that it was unnecessary to put any protective cover over the connector block. In light of observations from our initial studies indicating that neural isolations tended to appear gradually after positional adjustment, the electrode was never adjusted more frequently than once every 3 days. In general, we only moved the electrode if the yield was unsatisfactory and the recording quality did not continue to improve from day to day. The criteria of assessing recording conditions were subjective and included presence of isolated spikes, visual responsiveness of spikes, and presence of audible visually evoked hash arising from small multiunit activity. Experimental data collection commenced once well-isolated single-unit activity was detected on multiple channels, at least some of which also showed obvious visual responses.

Physiological recordings were carried out in an RF-shielded room. Data were collected with either a Multichannel Acquisition Processor (Plexon, Dallas, TX) with 32-channel capacity or a RS4 Bioamp Processor (Tucker-Davis Technologies, Alachua, FL) with 128-channel capacity. Daily recording sessions began 2–4 wk after the initial surgery. Broadband electrophysiological responses (0.5 Hz–5 kHz) were collected, from which individual spikes were extracted and analyzed (see Data Analysis). The ground and reference were connected to one another and to a designated reference wire within the microwire bundle as well as to a gold-plated grounding terminal...
adjacent to the dura by a ceramic screw placed ~1 cm from the implant margin.

**Task and Stimuli**

Visual stimuli consisting of diverse natural and artificial images were presented briefly on a computer monitor as the monkey fixated a small point in the center of the screen. The monitor, either a ViewSonic 18-in. CRT display or a Eizo 17-in. LCD monitor, was placed 91 cm in front of the monkey. The monkey initiated each series of trials by maintaining fixation within a 3° window around a 0.3° white fixation dot. In this article, “one trial” is defined as one visual stimulation cycle consisting of a 300-ms stimulus-on interval followed by a 300-ms stimulus-off interval. The monkey was rewarded with a drop of fruit juice or water for maintaining fixation throughout four trials. The stimuli used in standard longitudinal experiments typically fell within a 6.9° window. Visual stimuli were presented one at a time behind the fixation spot, selected in random order without replacement from a stimulus library consisting of 27, 72, 96, or 144 unique images. Stimuli included sets of human faces, monkey faces and whole bodies, dogs, birds, butterflies, fish, flowers, and complex geometrical patterns as well as colorful images belonging to no particular object category. Typically 32–40 trials per stimulus were collected each day. A separate experiment employed a set of 10,000 stimuli, which included 1,000 images drawn from each of the following 10 categories: human faces, human bodies, monkey faces, monke bodies, birds, butterflies, plants, man-made objects, scenes, and Fourier descriptor patterns. The human faces were drawn from the FEI face database (Thomaz and Giraldi 2010). The monkey faces and bodies were provided courtesy of Dr. Olga Dal Monte. The Fourier descriptors were generated in MATLAB (MathWorks, Natick, MA). Images from all other stimulus categories were assembled from web searches or iPhone applications. All aspects of the task related to stimulus presentation, eye position monitoring, and reward delivery were controlled by custom software courtesy of Dr. David Schweinberg running on a QNX computer. Visual stimuli were presented by a graphics slave computer running the Psychophysics Toolbox (Brainard 1997) in MATLAB. Eye position was monitored via an infrared camera and converted into analog voltage signals corresponding to x and y coordinates by the software EyeLink (SR Research, Kanata, ON, Canada).

**Functional Imaging Procedures**

The MR compatibility of the microelectrodes, microdrive, and connector was demonstrated by collecting functional scans postsurgically, which likewise verified that exposure to scanning conditions did not compromise the quality of physiological recordings. Functional scans were collected on a 4.7-T vertical scanner (Bruker BioSpin, Rheinstetten, Germany) using T2*-weighted echo planar image (EPI) acquisition sequences. Voxel resolution was 1.5 mm isotropic, with 40 sagittal slices providing coverage of the entire brain. Higher-resolution (0.5 mm isotropic) anatomical scans were collected with modified driven equilibrium Fourier transform (MDEFT) scans, which were collected in separate sessions and registered to the EPI. Functional imaging was based on detection of monocrystalline iron oxide nanoparticles (MION; Leite et al. 2002) signal in m1 and blood oxygenation level-dependent (BOLD) signal in m2.

Functional mapping was achieved through presentation of 24-s blocks consisting of baseline fixation, presentation of faces, and presentation of common objects. Such stimuli are commonly used to stimulate the visual cortex, as well as to identify regions selectively responsive to the individual stimulus categories. During each scan 12 blocks were presented, with testing sessions consisting of 10–12 such scans. The functional data were run through a standard preprocessing sequence, including magnetic field distortion correction using the PLACE algorithm (Xiang and Ye 2007), motion correction implemented in AFNI (Cox 1996), and high-pass filtering with a cutoff of 0.01 Hz. The effects of the electrode bundle and plastic microdrive on detectable fMRI signal were evaluated with custom-written software in MATLAB.

**Data Analysis**

Spikes from single units were sorted with the Offline Sorter software package (Plexon) by projecting waveforms into principal component space and identifying isolated clusters. Spikes were detected either online (with the Tucker-Davis acquisition system) or offline (with the Tucker-Davis acquisition system) by setting a trigger threshold to capture a snippet of the voltage trace filtered between 300 and 5,000 Hz. The trigger threshold was set manually for each channel with the goal of satisfying two simultaneous constraints. The first constraint was to maximize the separation of spike clusters in principal component space, both between simultaneously recorded neurons and between each neuron and the baseline noise. The second constraint was to apply a set of sorting decisions that lead to consistent isolation quality [in terms of cluster separation and shape of interspike interval (ISI) histograms] for the same channel across multiple days. The experimenter sought to satisfy both constraints simultaneously, and adjusted the trigger threshold if necessary to compensate for day-to-day changes in the amplitude or isolation of spikes that were suspected of arising from the same neuron.

Waveforms detected on the same channel on different days were tentatively classified as belonging to the same neuron if the waveform and spiking statistics matched between consecutive days as described previously (Bondar et al. 2009). Assessment of unit identity was further tested by computing a stability index based in the reproducibility of stimulus-selective visual responses.

\[
\text{stability index} = \frac{(r_{\text{within}} - r_{\text{shuffle}})}{(r_{\text{within}})}
\]

In this analysis, Each \( r \) value is a correlation coefficient for two spike count vectors constructed by concatenating a series of averaged firing rates within a fixed window starting 80 ms and ending 450 ms after stimulus onset. Since we found that this poststimulus period adequately captured the visual response in the large majority of cases, the same time window was used to compute the average responses of all neurons. The two vectors for \( r_{\text{within}} \) were obtained by dividing responses collected on one day into odd and even trials. The correlation for \( r_{\text{within}} \) was computed for the same number of odd and even trials recorded on consecutive days, and \( r_{\text{shuffle}} \) was computed after splitting the within-day data into two halves and then shuffling the stimulus identities for one of the two response vectors. Longevity of stable recordings was assessed by comparing the percent change across days

\[
\frac{(r_{\text{within}} - r_{\text{shuffle}})}{r_{\text{within}}}
\]

to the percent change obtained in the stimulus-shuffled control condition

\[
\frac{(r_{\text{within}} - r_{\text{shuffle}})}{r_{\text{within}}}
\]

Statistical analysis was carried out for specific experiments as described in the text with custom software written in MATLAB.

**RESULTS**

**Implantation of Chronic Microwire Electrodes**

With the goal of routinely monitoring the activity of single neurons in the brain on a longitudinal basis, we developed a drivable chronic microwire recording technique that was compatible with MRI. The recording preparation comprised a bundle of microwires (32 or 64) that were fixed inside a polyimide-wrapped silica shaft, a chronically implanted re-

**J Neurophysiol • doi:10.1152/jn.00052.2014 • www.jn.org**
recording chamber, and a permanently mounted microdrive (Fig. 1A). In an initial surgical procedure, the microwires were lowered into the brain inside a silica shaft that passed through the plastic recording chamber implanted on top of the skull (Fig. 1B). The electrode shaft entered the brain through a Teflon-lined polyimide guide tube that was sealed within a silicone well inside the chamber (Fig. 1B, inset). The electrode shaft was periodically advanced postsurgically by turning the microdrive screw and was otherwise covered by a protective cap. The advancing procedure drove the microwire bundle as a single bulk unit, as it was not possible to move individual microwires independently. The electrode was accessed electrically by plugging into a nickel-free connector block cemented outside the chamber. The entire assembly was free of ferromagnetic materials and contained minimal metallic components so as to permit fMRI in the same animals.

Four microwire electrodes were implanted in the inferotemporal (IT) cortex of three adult rhesus macaque monkeys (m1: left hemisphere, m2: right hemisphere, m3: bilateral electrode implants). All recording sites fell within the STS (m1: fundus, m2: upper bank, m3: lower bank), targeting locations 16 mm (m1 and m2) or 19 mm (m3) anterior to the intra-aural canal. During the implantation surgery, the tips of the microwire bundles were lowered into the white matter above the upper bank of the STS (Fig. 1C). After a 2-wk recovery period, the electrode was advanced every few days in 300- to 700-μm steps into the gray matter around the sulcus until visually responsive cells were encountered. Evidence from an ex vivo micro-CT scan of the brain from m1 revealed that the microwire tips fanned out slightly but remained within a 1-mm diameter of brain tissue (Fig. 1D). The recordings obtained thus sampled neuronal activity that would typically fall within a single MRI voxel. Monkeys m1 and m2 were used in longitudinal experiments in which the same visual stimuli were presented repeatedly over multiple days. Data collection proceeded for 762 days after surgery in m1 and is ongoing in m2 (currently beyond 2 yr postsurgery). In m3 the electrode was removed at 146 days after surgery following the emergence of stickiness within the guide tube that prevented the electrode from being advanced further. While data collection was possible in m3, the monkey was used in other experiments involving movie stimuli that are not included here. In total, the cumulative postsurgical implant history in all three monkeys exceeded three and a half years. Significantly, there were no cases of clinical symptoms related to the implanted electrodes during this time.

Compatibility of Longitudinal Recording with Functional Imaging

To assess the compatibility of the electrodes with MRI, we collected functional scans while the monkeys fixated during alternating blocks of visual stimulation and blank intervals. The contrast between visual stimulation vs. blank epochs yielded robust activation throughout the ventral visual pathway, from V1 in the occipital lobe down to anterior IT in the ventral temporal lobe (Fig. 2, A–C). Thus, at the global level of functional brain mapping, the susceptibility artifact due to the microwires, connector block, and chamber assembly interfered minimally with the measurement of hemodynamic signal. In the voxels containing the electrode, the magnetic susceptibility of the metal wires precluded detection of functional signal. However, visual responses were measurable in the cube of voxels immediately surrounding the electrode tip (Fig. 2D). As noted below, obtaining functional scans in monkeys with...
implanted electrodes was not found to compromise subsequent physiological recordings in the same animals.

Longitudinal Monitoring of Single Neurons

We previously showed that the microwires employed in this study were capable of isolating spikes from single neurons from one day to the next (Bondar et al. 2009). The strategy of the present study was specifically to exploit the stability of the microwire recordings to conduct experiments that would not be feasible if recordings were limited to a single day. To this end, data were collected in seven longitudinal recording experiments (5 in \( m1 \), 2 in \( m2 \)), yielding 130 neurons in total (73 from \( m1 \), 57 from \( m2 \)). An overall impression of the recordings may be most readily grasped by examining a few representative examples. We focus first on three neurons in detail. Consistent with our earlier reports (Bondar et al. 2009), after an initial period of settling, spikes that appeared on a given channel on one day were often present on subsequent days. Examples of spike waveforms and ISI histograms obtained from three longitudinally monitored neurons are shown in Fig. 3. Although the spike amplitudes could sometimes vary across days, the shape of the waveforms and ISI histograms showed striking consistency over long time intervals.

Taken by itself, the day-to-day stability of waveforms recorded on each channel cannot be regarded as conclusive evidence that the spikes in fact reflect the activity of the same neurons observed on different days. But we can glean more information by assessing the consistency of visual responses, which show a high degree of stimulus selectivity in IT cortex (Richmond et al. 1987). In essence, the stimulus-specific temporal structure of each neuron’s response profile can be used as a “fingerprint” for tracking the identity of individual neurons. Sample visual responses from representative neurons are shown in Fig. 4 (same 3 neurons as in Fig. 3). These neurons responded selectively to the 96 different stimuli that were presented \((P < 0.05, \text{ANOVA})\). It is clear from visual inspection of the rasters that the neurons’ response patterns were largely unchanged from one day to the next. In one case (sig073a, Fig. 4, bottom), the temporal structure of visual responses was maintained despite a gap of >3 mo between the last two recordings.

To summarize the degree to which the neurons showed similar patterns of stimulus selectivity across days, we divided...
the data into split halves and computed the set of three correlation coefficients (Fig. 5A). We first assessed the consistency of visual responses within a single day by computing the correlation coefficient for odd and even trials taken from the same day. This within-day value ($r_{\text{within}}$) provides an upper limit on how strong a correlation we can expect between two separate samples drawn from the same underlying selectivity profile. We then assessed the consistency of visual responses between two different days by computing an across-day correlation value ($r_{\text{across}}$), using the odd and even trials drawn from different days. To estimate the degree of positive correlation we could expect from chance, we also computed the correlation between within-day split halves after shuffling the stimulus identities ($r_{\text{shuffle}}$). We repeated this procedure for each day of recording (or, in the case of $r_{\text{across}}$, between each sequential pair of days). The time course of stimulus selectivity metrics across days is shown for the three example neurons in Fig. 5B. The within-day and across-day correlations were nearly indistinguishable for these cells, in keeping with the subjective impression conveyed by the examples of visual responses for the same neurons shown in Fig. 4.

In addition to the 3 example neurons we have focused on thus far, 24 other neurons were recorded simultaneously over the course of one 13-day longitudinal experiment conducted in
December 2012. The day-to-day stability of the spike waveforms and ISI histograms for the rest of the population is summarized in Fig. 6. In total 81% of the neurons (22/27) were observed on all 13 days, and 41% (11/27) were still present in a follow-up recording session conducted 94 days later on March 14, 2013. Two fMRI scanning sessions conducted in the intervening 3 mo (on January 25 and February 8) had no obvious effect on the stability of longitudinally recorded spikes. The stimulus selectivity of these 24 neurons was again extremely consistent across days, as evidenced by the nearly overlapping within-day and across-day correlation time courses for each cell (Fig. 7A).

**Population Summary of Longitudinal Recordings**

To summarize the consistency of visual responses for the population of 130 neurons recorded in all seven longitudinal experiments, we computed a stability index for each neuron that was derived from the ratio $r_{\text{across}}/r_{\text{within}}$ after subtracting the stimulus-shuffled correlation value $r_{\text{shuffle}}$ (see MATERIALS AND METHODS). According to this measure, a value of 1 indicates equivalent selectivity across days and between days and a value of 0 indicates no selectivity conserved across days. The distribution of stability indexes computed for the population of 130 neurons is shown in Fig. 7B. The fact that the distribution is clustered just to the left of 1 (median = 0.96, interquartile range 0.86–0.99) confirms the generality of the trend evident in the December 2012 data set of conserved visual responses across days. Virtually identical results were obtained by computing the stability indexes after applying a z transformation to the distribution of correlation coefficients. Upon finding that the visual response variability measured in this manner was small but nonzero, we assessed whether what little change there was could be attributable to changes in spike detection. Spike waveform snippets were highly correlated across days (median $r$-value 99.6, interquartile range 99.6–99.95) and not significantly correlated with changes in stimulus selectivity as computed by $r_{\text{across}}$ ($P = 0.88$, F-test). Changes in spike amplitude between days, while typically small (median % change 3.6%, interquartile range 1.5–6.8%), were very conspicuous in some cases (as large as 55% change, as in Fig. 3C). However, day-to-day changes in spike amplitude were also not significantly correlated with changes in stimulus selectivity ($P = 0.88$, F-test). Nonetheless, we cannot rule out the possibility that changes in recording conditions across days might have contributed to measurement error in estimating visual response patterns.

The five data sets collected in $m1$ were obtained sequentially after advancing the microwire bundle in bulk to a new recording site (sets A, B, and C) or, in two cases (sets D and E), after slightly raising the electrode bundle (Fig. 8A). The two data
sets from m2 (sets F and G) were obtained 7 mo apart at the same recording depth. The neurons shown in Figs. 3–7A represent data set G in its entirety. We estimated the life span of each longitudinally monitored neuron by taking into account the preponderance of evidence drawn from the spike properties and stimulus selectivity profiles. We first considered the day-to-day stability of the spike waveforms and the shape of the ISI histograms (Bondar et al. 2009), as illustrated in Figs. 3 and 6. After excluding spikes that showed evident instability across days, we assessed the consistency of visual responses for stimulus-selective neurons using the correlation-based stability metrics (Figs. 5 and 7A). A visual response pattern was considered to have come from the same neuron if, for any given pair of days, the percent change across days [defined as \( \frac{r_{\text{within}} - r_{\text{across}}}{r_{\text{within}}} \)] was significantly greater than the percent change in the shuffled control comparison [defined as \( \frac{r_{\text{within}} - r_{\text{shuffle}}}{r_{\text{within}}} \)]. The stability of nonselective neurons was by necessity evaluated on the basis of spike properties. As a further reality check, the visual responses to all stimuli for all neurons were inspected manually in raster plots showing each trial on successive days (as in Fig. 4). The longevity estimates obtained according to this procedure are summarized for all 130 neurons in Fig. 8B. The longevity of stable recordings was at least 12 days for more than half of the neurons (mean 16.5 days, interquartile range 6–21 days). As the case of data set G illustrates, neurons might have continued to be present after a planned series of recordings was completed and data collection ceased. Moreover, neurons undoubtedly appeared in many cases some days prior to the commencement of daily screening sessions with the same image set. Because the longevity estimates shown in Fig. 8B were right- and left-censored in this way, they underestimate the true time span over which stable visual responses were actually present on the microwires.

The upper limit on how long the same neurons could be followed is hinted at by the outcome of occasional recordings in which the same stimulus set was presented in sessions spaced months apart. Figure 9 shows examples of visual responses from two neurons that were recorded simultaneously on the same microwire and showed consistent patterns of visual responses on days spanning 8 mo. Although these instances of very long-lasting neurons were exceptional cases, they indicate that the upper limit on the duration of stable...
recordings extends far beyond the range that we routinely sampled in the daily screening sessions.

Probing Category and Feature Selectivity with 10,000 Stimuli

When the practical constraint is removed that data collection needs to be finished within a single experimental session, it naturally follows that more trials are available for probing each neuron’s responses to visual stimuli. This increase in sampling power makes it possible to assess neuronal selectivity on a much larger scale than would otherwise be feasible. We demonstrated this possibility by collecting single-unit responses to 10,000 stimuli. The complete stimulus set was too large to be viewed by the animal in a single day. Nonetheless, in record-

Fig. 7. Time course of stimulus selectivity patterns for 24 neurons. A: time course of split-halves correlation coefficients $r_{within}$, $r_{across}$, and $r_{shuffle}$ for the 24 neurons shown in Fig. 6. Graphic conventions as in Fig. 5. B: distribution of stability index (SI) for 130 neurons recorded in all 7 longitudinal experiments.

Fig. 8. Longevity of neuronal recordings obtained in 7 longitudinal experiments. A: diagram showing recording sites for the 5 data sets obtained in $m1$ in the lower bank of the superior temporal sulcus (STS). The microwire bundle was advanced in small steps from its initial depth after surgery (white diamond) until visually responsive neurons were detected on multiple channels. Visual neurons were found in the deep layers of the lower bank (colored circles); A–C were encountered upon advancing the electrode and D and E upon withdrawing. White circles indicate depths where spiking activity was observed in pilot recordings prior to commencement of data collection. Spikes observed in these more dorsal sites were typically few in number and lacked obvious visual responses. B: longevity of 130 single-unit recordings in both monkeys. Each horizontal bar indicates the total number of days that a single neuron was observed. Colors of the 5 data sets from $m1$ match the recording sites shown in A. The 27 neurons presented in Figs. 3–7 were recorded in data set $G$. 
ings conducted over the course of 19 days (October 28 to November 15) several visually responsive neurons were held long enough to obtain seven or eight trials per stimulus. The complete response profile of one neuron to all stimuli is shown in Fig. 10A; the two rows of brightly colored pixels in the heat map indicate responses to the neuron’s preferred stimulus categories, namely, human faces (row 1) and monkey faces (row 3). An expanded view of 250 images (Fig. 10B) revealed a strong selectivity for frontal views of human faces, as opposed to profile views, consistent with previous reports from STS neurons (Freiwald and Tsao 2010; Perrett et al. 1991). The stability of the neuron over the course of the whole experiment can be seen both in the features of the spike properties (Fig. 10C) and in the neuron’s differential responses to individual stimuli (Fig. 10D). Consistent with the results of our previously presented longitudinal experiments that involved smaller stimulus sets and multiple repetitions per day, response patterns to the entire set of 10,000 stimuli were highly consistent between odd and even trials, as evident in the three neurons shown in Fig. 10E. The split-halves correlation was statistically significant for 30 neurons in total ($P < 0.05$, F-test; median correlation coefficient $r = 0.37$, interquartile range $0.17–0.66$). Thus the responses obtained were highly reliable despite the fact that they were collected on different days spanning $>2$ wk.

**DISCUSSION**

The results described here establish the feasibility of addressing new types of experimental questions with longitudinal recordings that would be beyond the reach of conventional methods. Using this approach, we found that neurons in IT cortex show a high degree of day-to-day consistency, even over timescales of many months. How does this finding compare with what we might have expected? Although longitudinal recordings from single neurons are rare in the literature, there is some reason to suspect that neurons in IT cortex undergo gradual changes on glacial timescales too slow to be detected within a single recording session. Studies of acutely sampled populations of neurons point to diminished responses to highly familiar stimuli in broadly sampled regions of IT cortex (Fahy et al. 1993; Freedman et al. 2006; Li et al. 1993; Woloszyn and Sheinberg 2012), in contrast to the stable response patterns we observed to novel and familiar images in STS (McMahon et al. 2014). Functional heterogeneity among different subregions within IT cortex may account for these differences. Early microwire recordings in area CA1 of the rodent hippocampus revealed a handful of neurons that maintained consistent place fields across many months (Thompson and Best 1990). However, more recent longitudinal studies showed that such long-lasting neurons are in the minority, and that most CA1 place cells gain or lose their spatial selectivity over the course of a
few days (Mankin et al. 2012; Ziv et al. 2013). It therefore seems likely that different brain regions will vary in their capacity to show stability or change over time.

A long-standing goal of visual neuroscience has been to elucidate the coding principles whereby objects are represented in the brain. This problem is often conceptualized in terms of discovering the organizing principles of the high-dimensional space in which objects are represented by units in a neural network (DiCarlo et al. 2012; Kourtzi and Connor 2011). Studies of feature coding most commonly proceed by specifying a limited number of hypothesized feature dimensions in advance and then testing for sensitivity to those features with tightly controlled stimulus sets (Brincat and Connor 2004; Freiwald and Tsao 2010; McMahon and Olson 2009; Nishio et al. 2012; Sripati and Olson 2010). An alternative strategy is to assess the sensitivities of single neurons or whole brain regions in a data-driven manner with larger, less constrained stimulus sets (David et al. 2006; Huth et al. 2012; Kiani et al. 2007; Kriegeskorte et al. 2008). In both of these cases, the insights gained from these experiments could be significantly enhanced.
by extending the range over which a given stimulus space can be explored. To the best of our knowledge, the 10,000 stimuli used here to probe neuronal selectivity represent at least an order of magnitude increase in the size of image libraries screened previously in single-unit electrophysiology. Even so, this proof-of-concept experiment employed a relatively conservative design (8 trials per stimulus, 600-ms duty cycle). It therefore seems likely that still larger stimulus spaces could be exhaustively searched by using very fast stimulus presentation rates and sparser sampling (De Baene et al. 2007; Keysers et al. 2001; Kiani et al. 2007).

The stability of recordings from implanted microwire electrodes has been noted previously and occasionally exploited (Bondar et al. 2009; Jackson and Fetz 2007; Mankin et al. 2012; Richardson et al. 2012). In most cases these studies inferred the continued presence of the same neurons from the reproducibility of waveform and spiking statistics across days. While applying these criteria is a necessary first step, some studies noted the inherent ambiguity in this approach due to the fact that similar waveforms may arise from different neurons and conversely the spikes from the same neuron may vary with slow changes in recording conditions (Dickey et al. 2009; Fraser and Schwartz 2012). The present study took the additional step of taking into account the evidence provided by the distinct temporal structure of IT visual responses (Bondar et al. 2009; Richmond et al. 1987). The stimulus specificity of this temporal structure provides a unique fingerprint for each cell and served as an additional criterion for assessing stability. Since many sensory neurons respond to time-varying stimuli with distinct and reproducible spiking patterns (Buracas et al. 1998; Mainen and Sejnowski 1995), it seems probable that the same strategy will prove effective in other brain areas as well.

There are many chronic recording methods currently in use, and the available options present a range of advantages and limitations. Floating arrays such as the Utah probe are well suited for recordings from regions on the dorsal cortical surface but are not feasible in deep brain structures. Persistence of isolated spikes across days has been reported with fixed arrays, but the usable life span of the array itself is typically limited to a window of a few months after the implant surgery (Dickey et al. 2009; Fraser and Schwartz 2012). A likely explanation for this decrease in recording yield over time is glial growth near the recording surfaces, which is commonly observed in post-mortem histological sections from implanted animals. This tissue reaction presumably arises from the relative motion between the brain and rigid components of the probe (Ward et al. 2009). Semichronically fixed tungsten electrodes have occasionally been found to track neurons across days (Jackson and Fetz 2007) and further allow the possibility of advancing to a new site after the population of cells encountered at a given recording depth has been exhausted (Feingold et al. 2012). In contrast to the Utah array and other rigid electrodes, chronically implanted microwires (including both single wire bundles and braided tetrodes) commonly offer both consistent yield and others have observed (Bondar et al. 2009; Kruger et al. 2010; Porada et al. 2000). Long-term longitudinal monitoring of single neurons is at present an emerging application, and it remains to be determined whether other recording devices could yield durable recordings comparable to the results of the present study.

The enterprise of obtaining a complete, real-time map of single-neuron activity throughout the entire brain has attracted considerable interest in recent years. The rationale for this undertaking is that, because the brain is a complex dynamical network, the principles governing its function ultimately need to be understood at the level of large-scale neuronal assemblies rather than the level of single neurons (Alivisatos et al. 2012). While this effort could be construed largely in terms of understanding the dynamics of neuronal circuits under steady-state conditions in the mature brain, we note that longitudinal monitoring of circuit dynamics over timescales relevant to development and long-term learning has the potential to yield major new insights. For practical reasons, it seems evident that the technology needed for realizing the goal of the BRAIN initiative in large-brained animals will require chronically implanted arrays of electrical, optical, and/or chemical sensors of neuronal activity. Given this necessity, the long-term stability of next-generation neuronal recording devices will be of crucial importance for realizing the potential of longitudinal monitoring of neuronal plasticity.
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