High-conductance states and A-type K\(^+\) channels are potential regulators of the conductance-current balance triggered by HCN channels
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Mishra P, Narayanan R. High-conductance states and A-type K\(^+\) channels are potential regulators of the conductance-current balance triggered by HCN channels. J Neurophysiol 113: 23–43, 2015. First published September 17, 2014; doi:10.1152/jn.00601.2013.—An increase in the hyperpolarization-activated cyclic nucleotide-gated (HCN) channel conductance reduces input resistance, whereas the consequent increase in the inward \(h\) current depolarizes the membrane. This results in a delicate and unique conductance-current balance triggered by the expression of HCN channels. In this study, we employ experimentally constrained, morphologically realistic, conductance-based models of hippocampal neurons to explore certain aspects of this conductance-current balance. First, we found that the inclusion of an experimentally determined gradient in A-type K\(^+\) conductance, but not in M-type K\(^+\) conductance, tilts the HCN conductance-current balance heavily in favor of conductance, thereby exerting an overall restorative influence on neural excitability. Next, motivated by the well-established modulation of neuronal excitability by synaptically driven high-conductance states observed under in vivo conditions, we inserted thousands of excitatory and inhibitory synapses with different somatodendritic distributions. We measured the efficacy of HCN channels, independently and in conjunction with other channels, in altering resting membrane potential (RMP) and input resistance \(R_{\text{in}}\) when the neuron received randomized or rhythmic synaptic bombardments through variable numbers of synaptic inputs. We found that the impact of HCN channels on average RMP, \(R_{\text{in}}\), firing frequency, and peak-to-peak voltage response was severely weakened under high-conductance states, with the impinging synaptic drive playing a dominant role in regulating these measurements. Our results suggest that the debate on the role of HCN channels in altering excitability should encompass physiological and pathophysiological neuronal states under in vivo conditions and the spatiotemporal interactions of HCN channels with other channels.
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The hyperpolarization-activated cyclic nucleotide-gated (HCN) channels are critical regulators of neuronal physiology. These nonspecific cationic channels mediate the \(h\) current that, under physiological conditions, stays inward across the entire activation range of the channels. Therefore, activation of these channels results in membrane potential depolarization, taking the neuron closer to action potential threshold. However, unlike most channels that mediate inward currents, HCN channels are activated by hyperpolarization. As a direct consequence of this, activation of these channels would resist changes in membrane potential, thereby reducing the input resistance of the neuron through an overall increase in the membrane conductance (Dyhrfjeld-Johnsen et al. 2009; Gasparini and DiFrancesco 1997; He et al. 2014; Hutcheon and Yarom 2000; Magee 1998; Migliore and Migliore 2012; Narayanan and Johnston 2008; Pape 1996; Robinson and Siegelbaum 2003; Santoro and Baram 2003; Shah 2014). Together, the expression of HCN channels acts to increase neuronal excitability by depolarizing the membrane and taking the neuron closer to firing, and simultaneously acts to reduce neuronal gain through the consequent increase in membrane conductance. Such dichotomous impact of HCN channels on neuronal excitability and the underlying balance between the HCN conductance and the \(h\) current have been at the center of a wide-ranging debate on the regenerative vs. restorative roles of these channels in regulating neuronal physiology (Breton and Stuart 2009; Chen et al. 2001; Dyhrfjeld-Johnsen et al. 2009; Fan et al. 2005; George et al. 2009; Kim et al. 2012; Lippert and Booth 2009; Magee 1998; Migliore and Migliore 2012; Narayanan and Johnston 2007; Noam et al. 2011; Pavlov et al. 2011; Rosenkranz and Johnston 2006; Santoro and Baram 2003). The analysis of whether HCN channel expression leads to restorative or regenerative effects is central to ascribing homeostatic vs. excitotoxic roles for changes in these channels under several physiological and pathophysiological conditions (Brager et al. 2012; Brager and Johnston 2007; Dyhrfjeld-Johnsen et al. 2009; Fan et al. 2005; Jung et al. 2007; Kole et al. 2007; Lerche et al. 2013; Narayanan et al. 2010; Narayanan and Johnston 2007; Santoro and Baram 2003; Shah 2014; Shah et al. 2004; van Welie et al. 2004). Furthermore, a tilt in the balance between the restorative HCN conductance and the regenerative \(h\) current as a consequence of coexpressing ion channels, or through any other physiological parameter, will profoundly alter the overall impact of these channels on neuronal excitability and therefore is critical in the design of drugs with HCN channels as potential targets (Brager et al. 2012; Chen et al. 2001; Lerche et al. 2013; Noam et al. 2011; Poolos et al. 2002; Santoro and Baram 2003; Shah 2014, 2012; Shah et al. 2013). Despite such critical importance of the analysis and despite the predominant expression of HCN channels in neuronal dendrites (Kole et al. 2006; Lorincz et al. 2002; Magee 1998; Williams and Stuart 2000), most analyses on the HCN conductance-current balance are driven from a somatic standpoint and are confined to in vitro physiology where different activity to a neuron is sparse.

In this study, we asked if interactions with the A-type K\(^+\) (KA) channels altered the conductance-current balance that is consequent to the presence of HCN channels. The rationale behind the choice of KA channels was the large subthreshold window component of the current through these channels, their dendritic localization, and their critical role in the regulation of...
neuronal excitability (Chen et al. 2006; Hoffman et al. 1997; Kim et al. 2005; Migliore et al. 1999), apart from their well-established interactions with the HCN channels across systems (MacLean et al. 2003; Rathour and Narayanan 2014, 2012a; Santoro and Baram 2003). Next, we noted that under in vivo conditions, a neuron receives inputs through several thousands of synapses, leading to what have been referred to as high-conductance states in neurons, which exert profound control on the average resting potential and the gain of the neuron (Chance et al. 2002; Destexhe et al. 2003). Against this, we asked if conclusions on the dichotomous impact of HCN conductance and h current on excitability, as inferred from in vitro analyses, extended to high-conductance neuronal states that are reflective of in vivo synaptic activity.

In addressing these questions, we used a quantitative approach to systematically analyze conductance- and current-based measurements under different combinations of channel configurations and synaptic distributions, with several measures of excitability. Our results from synapse-free models show that the inclusion of KA channels tilts the HCN conductance-current balance heavily in favor of conductance by suppressing the impact of h current and enhancing the effects of HCN conductance, thereby resulting in an overall restorative influence on neuronal excitability. On the basis of these results, we postulate the A-type K⁺ channel as a candidate mechanism that would fulfill the several requirements of a putative shunt-current on excitability, as inferred from in vivo synaptic activity.
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Fig. 1. Experimental constraints on the intrinsic and synaptic properties of a morphologically realistic CA1 pyramidal model neuron. A: 2-dimensional projection of a 3-dimensional reconstructed hippocampal CA1 pyramidal neuron model. B: experimentally constrained somatodendritic distributions of the hyperpolarization-activated cyclic nucleotide-gated (HCN; \(g_h\)), A-type K\(^+\) (KA; \(g_{KA}\)), and M-type K\(^+\) (KM; \(g_{KM}\)) channels, to match physiological measurements in C–F. C: backpropagating action potential (bAP) amplitude plotted as a function of radial distance from the soma (\(\mu m\)), in the presence and absence of KA channels, with HCN and KM channels included as shown in B. When present, \(g_{KA}\) was distributed as shown in B. D: a chirp stimulus of 100-pA amplitude with frequency linearly spanning 0 – 25 Hz in 25 s (top) and the corresponding somatic voltage response measured at \(-35 mV\) (bottom), employed to characterize and constrain M resonance. E: impedance amplitude profile obtained from traces shown in D. F: input resistance (\(R_{in}\)) plotted as a function of radial distance from the soma, in the presence and absence of HCN channels, with KA and KM channels included as shown in B. When present, \(g_{KA}\) was distributed as shown in B. G: resonance frequency plotted as a function of membrane voltage for a passive model (PAS) and for models with the independent or co-insertion of HCN channels (+h) with other channels (+hA, +hM, +hAM), were A and M represent the KA and KM channels, respectively). H and I: location-dependent permeability values of AMPA receptor (AMPAR; \(I\)) and GABA\(_A\) receptor (GABA\(_A\); \(J\)) that normalized somatic unitary excitatory postsynaptic potential (uEPSP) amplitudes to around 0.2 mV (\(I\)) and somatic unitary inhibitory postsynaptic potential (uIPSP) amplitudes to around \(-1 mV\) (\(J\)).

experiments (Magee 1998; Migliore et al. 1999; Poolos et al. 2002; Shah et al. 2008).

Experimental constraints on excitatory and inhibitory model synapses. The excitatory and inhibitory synapses comprised AMPA and GABA\(_A\) receptors, respectively. Independent random spike generators, with each firing at an average rate of 8 Hz, were used as inputs to these synapses. The choice of 8 Hz was consequent to the strong theta modulation of inputs to CA1 pyramidal neurons (Buzsáki 2002). The AMPA receptor current, as a function of voltage \((v)\) and time \((t)\), was modeled as (Narayan and Johnston 2010)

\[
I_{AMP}(v,t) = I_{AMP}(v,t) + I_{AMP}(v,t),
\]

where

\[
I_{AMP}(v,t) = P_{AMP}(v,t) \frac{vV}{RT} \left[ \frac{K_A - K_{AMP} \exp(-vV/RT)}{1 - \exp(-vV/RT)} \right].
\]

and

\[
E_{K} = \frac{E_A - E_M}{1 - \exp(-vV/RT)}.
\]

where \(F\) was Faraday’s constant, \(R\) depicted gas constant, \(T\) was temperature, and \(P_{AMP}\) was the maximum permeability of AMPA receptor. \(s(t)\) governed the AMPA receptor kinetics and was set as follows:

\[
s(t) = a[\exp(-t/\tau_1) - \exp(-t/\tau_2)],
\]

where \(a\) normalized \(s(t)\) such that \(0 \leq s(t) \leq 1\), \(\tau_1 (\approx 10 mS)\) represented the decay time constant, and \(\tau_2 (\approx 2 mS)\) depicted the rise time. \(P_{Na}\) was equal to \(P_K\). Internal and external ionic concentrations used for Eqs. 5 and 6 were as follows: [Na\(_i\)] = 18 mM, [Na\(_o\)] = 140 mM, [K\(_i\)] = 140 mM, and [K\(_o\)] = 5 mM, which established the reversal potentials for sodium and potassium ions at \(+55\) and \(-90\) mV, respectively. We confirmed the reversal potential for AMPA receptor as \(-0 mV\). Variable numbers of excitatory synapses were
distributed randomly across somatodendritic compartments within 300-μm radial distance from the soma. $P_{\text{AMPA}}$ was calculated for each dendritic compartment such that a synapse at any location was constrained by the experimental finding that the somatic unitary excitatory postsynaptic potential (uEPSP) was $\sim0.2$ mV (Fig. 1H), irrespective of the dendritic location of the synapse (Magee and Cook 2000; Narayanan and Chattarji 2010).

The GABA$_A$ receptor current, as a function of voltage and time, was modeled as a chloride current:

$$I_{\text{GABA}}^{CL}(v, t) = P_{\text{GABA}}(s(t)) \frac{vF^2}{RT} \left[ \left[ Cl^+ \right]_i - \left[ Cl^+ \right]_o \exp\left(-vF/RT\right) \right] - \exp\left(-vF/RT\right),$$

where $P_{\text{GABA}}$ was the maximum permeability of GABA$_A$ receptor. $s(t)$ was identical to that for AMPA receptor. $\left[ Cl^+ \right]_i = 98$ mM, setting the reversal potential for GABA$_A$ receptors at $-80$ mV. Inhibitory synapses were distributed randomly across compartments within 50 μm of radial distance from the soma (Megias et al. 2001). $P_{\text{GABA}}$ was calculated for each perisomatic compartment such that an inhibitory synapse at that location elicited a somatic unitary inhibitory postsynaptic potential (uIPSP) of around $-1.0$ mV (Buhl et al. 1994), independent of synapse location (Fig. 1I).

Periodic synaptic stimulation. Several combinations of excitatory and inhibitory synapses (with different total numbers of synapses) were distributed across the somatodendritic arbor, with the relative number of each type set to achieve balanced excitation-inhibition at rest and was measured (e.g., Fig. 2, B and C) after the evolution achieved steady state (300 ms after the start of the simulation). $R_{\text{m}}$ values for these simulations (e.g., Fig. 2E) were measured at this steady-state RMP of the neuron (300 ms after the start of the simulation) by using a long current pulse (amplitude, 100 pA; duration, 700 ms) that would allow the membrane potential response to this pulse to settle at its steady-state value. The steady-state deflection in the voltage response was divided by the current amplitude to compute $R_{\text{m}}$. This procedure ensured that the RMP was determined by the temporal evolution of the different conductances present on the neuronal membrane, thereby setting the simulation methodology to be as close to physiology as possible. For instance, blocking HCN channels through ZD7288 hyperpolarizes the RMP of soma and dendrites of hippocampal pyramidal neurons (Gasparini and DiFrancesco 1997; Magee 1998) and constitutes the impact of the inward $h$ current on neuronal physiology (see Fig. 2).

For simulations performed with background synaptic activity, RMP was measured as the time average across a 50-ms period (450–500 ms after the evolution began) on a trial-averaged trace (default $n = 10$ trials), where the 450-ms measurement delay was to achieve steady-state conditions of the ionic currents active at rest. A depolarizing current pulse was injected for 500 ms, after an initial 500-ms delay to ensure that the average RMP reached steady state, for measuring $R_{\text{m}}$ at the RMP. The current-pulse amplitude was 100 pA, except for simulations performed with balanced excitation-inhibition, where it was 500 pA, due to large background fluctuations. In this case, the steady-state RMP after the evolution was measured as the time average across a 50-ms period (450–500 ms after the current-pulse onset) on a trial-averaged trace. This average value of steady-state voltage deflection was divided by the current amplitude to compute $R_{\text{m}}$.

The average percent change in RMP across two channel configurations (e.g., Fig. 3D, PAS and $+h$AM) was computed as

$$\text{Average } \% \Delta \text{RMP} = \frac{1}{n_{\text{trials}}} \sum_{i=1}^{n_{\text{trials}}} \frac{\text{RMP}^{\text{PAS}}_i - \text{RMP}^{\text{AM}}_i}{\text{RMP}^{\text{PAS}}_i} \times 100. \ \hspace{1cm} (11)$$

where $\text{RMP}^{\text{PAS}}_i$ and $\text{RMP}^{\text{AM}}_i$ represent the RMP computed from the $i$-th trial in a passive model neuron and in a neuron where all channels (HCN, KA, and KM) were incorporated, respectively. These trial-matched differences were possible because the simulations with the same trial number across channel configurations had the same synaptic configurations and stimulation patterns. Within-trial fluctuations in membrane potential were analyzed by quantifying the standard deviation (SD) of the voltage values measured during the trial, and the across-trial mean of these SD values was plotted as a measure of synaptically driven fluctuations. The average percentage of changes in $R_{\text{m}}$ and in peak-to-peak voltage (PPV; for rhythmic stimulation) was computed using a similar procedure. All data analyses were performed with custom-written software made using the IGOR Pro (WaveMetrics) programming language.

The peak conductance-voltage ($g$-V) curves for activation and inactivation of the Hodgkin-Huxley (HH)-type KA channel models (Fig. 2A) were plotted directly from the steady-state values of the corresponding gating variables (Hoffman et al. 1997; Migliore et al. 1999). The $g$-V curves for activation and inactivation for the multistate Markovian models (both CSI and CSI-OSI) were obtained with appropriate voltage-clamp protocols (Hodgkin and Huxley 1952) on a compartment where these channels were incorporated. Specifically, for obtaining the activation $g$-V, the compartment was allowed to rest at $-160$ mV, and a voltage-pulse of various amplitudes (taking the
compartment to voltage values ranging from $-150$ to $+150$ mV) was applied for 500 ms. The peak conductance achieved during the pulse period was measured and was plotted as a function of the prepulse voltage amplitude to get the activation $g-V$. For obtaining the inactivation $g-V$, a two-pulse protocol was followed whereby the compartment was taken to several voltage levels ($-150$ to $+150$ mV) using a long prepulse of 700 ms and then switched to $+250$ mV using a second pulse of 250 ms. The peak conductance achieved during the second pulse period was then plotted as a function of the prepulse voltage amplitude to get the inactivation $g-V$.

RESULTS

We employed $R_{in}$ and RMP as direct measures of conductance and current changes consequent to the inclusion of HCN channels, respectively, and assessed them under different configurations of synaptic and/or voltage-gated ionic conductances. We first used these measurements to analyze the impact of other ion channels on HCN-channel function in a synapse-free model and then subsequently explored models under different configurations of synaptic inputs.

Co-insertion of HCN channels with KA channels tilts the conductance-current balance in favor of conductance. Because HCN channels are predominantly expressed in the dendrites of hippocampal and cortical pyramids, we asked if the impact of their presence could be altered by the additional incorporation of KA channels. To do this, we co-inserted HCN channels with KA channels and/or M-type K$^+$ (KM) channel, a perisomatic channel that has been implicated in altering HCN-channel function upon coexpression (George et al. 2009), and compared RMP and $R_{in}$ under these channel configurations with those in either a passive structure or in the sole presence of HCN channels.

Upon independent insertion of HCN channels, the RMP depolarized from its passive value of $-70$ mV, with a larger shift in dendritic locations than at the soma (Fig. 2, B and C). This was to be expected as a direct consequence of higher density of HCN channels in the dendrite (Fig. 1B). Strikingly, upon co-insertion with KA channels (as in Fig. 1B), the depolarizing shift in RMP was significantly reduced (Fig. 2, B and D). Importantly, given the predominant dendritic presence of KA channels, this reduction was higher at the dendritic locations, implying a pronounced reduction in the somatodendritic difference in RMP (cf. $+h$ vs. $+hA$, Fig. 2, B and D). In contrast, co-insertion of HCN channels with KM channels did not result in significant changes to the dendritic RMP, with a small difference in somatic RMP (Fig. 2, C and D). This was a direct outcome of the perisomatic presence and depolarized activation voltages of KM channel (Chen and Johnston 2004;
amplifying the impact of HCN conductance on partially negated the impact of suggest that co-insertion with KA, but not KM, channels to the (dendritic) RMP.

We measured $R_{in}$ to assess conductance changes and found that the independent inclusion of HCN channels elicited a large reduction in $R_{in}$ (compared with the passive model), with larger changes observed in the dendrites (Fig. 2, E and F). Upon co-insertion of KA channels with HCN channels, we found $R_{in}$ to further reduce from the model where only HCN channels were present. This was a consequence of KA channels contributing to the resting conductance, given that the corresponding RMP (Fig. 2C) fell within the window component of the A-current (Fig. 2A). It should be noted that the RMP was within the A-current window as a direct consequence of the presence of HCN channels, without which the RMP was hyperpolarized to the window (Fig. 2A). Finally, we found the contribution of KM channels to $R_{in}$ to be very minimal even at perisomatic regions (Fig. 2, E and F). Together, these results suggest that co-insertion with KA, but not KM, channels partially negated the impact of $h$ current on the RMP while amplifying the impact of HCN conductance on $R_{in}$, thereby tilting the overall balance in favor of conductance.

High-conductance states tempered the efficacy of current- and conductance-based changes triggered by HCN channels. Analyses of HCN channel-induced conductance-current balance have been confined to in vitro physiology, where afferent activity to a neuron is sparse. However, under in vivo conditions, a neuron receives inputs through several thousands of synapses, which control the average resting potential and gain of the neuron. How do high-conductance neuronal states alter the conductance-current balance induced by HCN channels? To address this, we introduced several excitatory or inhibitory synapses randomly across the somatodendritic arbor, and stimulated them with randomized inputs (see Methods). Because of the minimal independent influence of KM channels (Fig. 2), we chose the three significantly different configurations (passive, PAS; independent insertion of HCN, $+h$; and co-insertion of HCN, KA, and KM channels, $+hAM$) for further analyses under high-conductance states. To assess the independent contributions of excitatory and inhibitory synapses on our measurements, we first analyzed high-conductance states achieved solely through excitatory or inhibitory synapses (Fig. 3).

As expected, stimulation of inhibitory synapses to achieve high background activity in a passive neuron hyperpolarized the RMP and reduced $R_{in}$ (Fig. 3, A and C). Although these effects of imposing background inhibitory activity were qualitatively similar across different channel configurations, there were important quantitative differences that shed light on the HCN conductance-current balance. Specifically, an increase in the number of active inhibitory synapses significantly diminished the difference in the average RMP between a passive model and a model where HCN channels were included (Fig. 3, A, B, and D). Similarly, the impact of HCN conductance on $R_{in}$ was significantly reduced with increasing number of inhibitory synapses contributing to the high-conductance state (Fig. 3, A, C, and D). These conclusions extended to the model where all three channels were present (Fig. 3, A–D). The SD of somatic voltage fluctuations reduced with an increase in number of inhibitory synapses and was lowest in the passive neuron (Fig. 3E), as direct consequences of the lower driving force when RMP was closer to the inhibitory synaptic reversal potential (Fig. 3B). When we effectuated a high-conductance state through activation of excitatory synapses, we observed a depolarizing shift to the RMP, accompanied by a reduction in $R_{in}$, spanning all tested channel configurations (Fig. 3, F–H). Again, upon comparing RMP and $R_{in}$ in a passive neuron with those in neurons with HCN channels, we found that increasing numbers of excitatory synapses significantly diminished the impact of both the $h$ current and conductance on both measurements (Fig. 3, F–H).

A prominent difference between achieving the high-conductance state through excitatory vs. inhibitory synapses was the role of KA channels, which had a significant impact on RMP and $R_{in}$ if excitatory (Fig. 3, F–H), but not inhibitory (Fig. 3, B–D), synapses were activated. This is to be expected because the average RMP with excitatory synapses (Fig. 3F) was within the activation range of KA channels (Fig. 2A), but with inhibitory synapses, the average RMP was more hyperpolarized, thereby eliciting no KA-channel activation (Fig. 3B). Furthermore, with an increasing number of excitatory synapses and consequent depolarization of average RMP, the membrane voltage was beyond the activation range of HCN channels, implying a lesser contribution of HCN channels to RMP and $R_{in}$ under an excitatory (but not inhibitory) high-conductance state (Fig. 3, F–H). Together, these results suggested that aperiodic high-conductance states achieved solely through excitatory or through inhibitory synapses significantly reduced the impact of HCN channels on RMP and $R_{in}$, suggesting a domination of synaptic conductances in regulating these measurements.

High-conductance states with balanced excitation-inhibition tempered the efficacy of current- and conductance-based changes triggered by HCN channels. Next, to avoid these voltage-dependent influences on somatic measurements (Fig. 3) and to achieve physiologically important balance in excitation-inhibition, we inserted various combinations of excitatory and inhibitory synapses such that the average somatic voltage was $-65 \text{ mV}$ when all three channels were included in the model (Table 1). Although we had tuned the number of synapses to achieve somatic balance in the presence of all three channels, the somatic balance of excitation-inhibition was invariant to the channel configuration when we employed the same synaptic numbers and distributions (Fig. 4, A and B). This meant that the RMP was predominantly regulated by the synaptic drive, and the role of $h$ current was insignificant. However, a small difference in RMP (Fig. 4, B and D) was noted with the additional inclusion of KA channels, due to dendritic depolarization (below), but the difference was significantly diminished when larger numbers of synapses were activated. The differences in $R_{in}$ across the three channel configurations was very minimal, with the difference reaching zero even with $\sim$1,000 synapses activated (Fig. 4, C and D). In summary, the differences in RMP and $R_{in}$ imposed by the HCN channels in a synapse-free in vitro-like model (Fig. 2) were reduced by in vivo-like high-conductance states (Figs. 3 and 4), where synaptic currents and conductances played dominant roles in driving RMP and $R_{in}$. The SD of somatic voltage fluctuations exhibited a small reduction with increase in total synapse number (Fig. 4E) consequent to the reduction in the driving force of excitatory synapses (Fig. 4, F–H). Assessing
voltage fluctuations under the different synaptic and channel configurations (Figs. 3E and 4E), we noted that the spread (SD) of voltage fluctuations could be considered as an additional measure of excitability. Specifically, the larger the range of fluctuations from −65 mV, the larger is the probability that the cell fires an action potential and therefore the higher is the excitability. This also may be observed from the qualitative similarity between the average \( R_{in} \) and the SD of fluctuations measured across synaptic configurations (Figs. 3 and 4), both of which reduced with an increase in number of synaptic inputs.

Finally, given the predominant dendritic presence of KA and HCN channels, we assessed the role of these channels in altering dendritic RMP under balanced somatic RMP. We found that the dendritic average resting voltages were much depolarized with reference to the balanced (−65 mV) somatic voltages (Fig. 4, F and G) consequent to the predominant placement of excitatory and inhibitory synapses at dendritic and perisomatic locations, respectively. Therefore, under the influence of a large excitatory synaptic drive, dendritic HCN channels were completely closed by the depolarization. On the other hand, KA channels played a critical role in regulating dendritic RMP (Fig. 4G; cf. Fig. 2C), thereby steering synaptic driving forces toward differential modulation of fluctuations at different locations (Fig. 4H). Together, these results suggested that aperiodic high-conductance states, achieved through synapses imposing balanced excitation-inhibition on the cell body, significantly reduced the impact of HCN channels on RMP and \( R_{in} \), suggesting a domination of synaptic conductances in regulating these measurements.

The regulation of HCN channel physiology by KA channels and high-conductance states was invariant to changes in axial resistivity. How dependent are our conclusions on the specific choice of parameters? To address this question, we first re-

Fig. 3. High-conductance state, achieved through inhibitory or excitatory synaptic bombardment, tempered the efficacy of current- and conductance-based changes introduced by HCN channels. A: voltage traces recorded from the soma through different trials (n = 10; thin traces) and their average (thick trace), obtained in response to a current pulse of 100-pA amplitude injected after a 500-ms delay. The traces depict 300 ms before and 500 ms after the onset of the current pulse for a passive neuronal model (PAS) and independent and co-insertion of HCN channels (+h) with the KA and KM channels (+hAM). Random synaptic bombardments from 50 inhibitory synapses were afferent to the neuron through the course of these simulations. B and C: average RMP (B) and \( R_{in} \) (C) plotted as functions of number of inhibitory synapses for different channel configurations (A). The average RMP and the “steady-state” voltage deflection (for computing \( R_{in} \)) in response to a 100-pA current pulse were computed by time-averaging the trial-averaged voltage traces over the 50-ms period marked by areas 1 and 2 in A, respectively. D: percent differences in RMP and \( R_{in} \) plotted as functions of number of inhibitory synapses. Differences were computed between the PAS and +hAM configurations. The error bars (SE) depict the across-trial variability in the computed RMP and \( R_{in} \) values. E: average (across-trial) standard deviation (SD) of within-trial fluctuations plotted as a function of number of inhibitory synapses for different channel configurations. The error bars (SE) depict the across-trial variability in the within-trial SD. F–H: same as B–D, but with high-conductance state achieved through excitatory synapses. Data in B–H are means ± SE and depict variability across trials.
Table 1. Combinations of excitatory and inhibitory synapses (for Fig. 4) required for balancing the average somatic membrane potential at −65 mV in the presence of HCN, KA, and KM channels

<table>
<thead>
<tr>
<th>No. of Excitatory Synapses</th>
<th>No. of Inhibitory Synapses</th>
<th>Total No. of Synapses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,090</td>
<td>110</td>
<td>1,200</td>
</tr>
<tr>
<td>2,200</td>
<td>200</td>
<td>2,400</td>
</tr>
<tr>
<td>3,325</td>
<td>275</td>
<td>3,600</td>
</tr>
<tr>
<td>4,475</td>
<td>325</td>
<td>4,800</td>
</tr>
<tr>
<td>5,625</td>
<td>375</td>
<td>6,000</td>
</tr>
<tr>
<td>6,780</td>
<td>420</td>
<td>7,200</td>
</tr>
<tr>
<td>7,940</td>
<td>460</td>
<td>8,400</td>
</tr>
<tr>
<td>9,115</td>
<td>485</td>
<td>9,600</td>
</tr>
<tr>
<td>10,275</td>
<td>525</td>
<td>10,800</td>
</tr>
<tr>
<td>11,425</td>
<td>575</td>
<td>12,000</td>
</tr>
</tbody>
</table>

HCN, hyperpolarization-activated cyclic nucleotide-gated channel; KA, A-type K⁺ channel; KM, M-type K⁺ channel.

We repeated our experiments (Figs. 2 and 4) with axial resistivity \( R_s \) to two values different from the default 300 \( \Omega \)-cm (Fig. 5). Because changes in \( R_s \) translate to altered intrinsic properties, it was necessary 1) to alter other parameters to constrain the several coexistent functional maps by their physiological counterparts (as in Fig. 1, \( B–F \)), and 2) to retune location-dependent excitatory and inhibitory permeability values so that the synaptic inputs would yield ~0.2- and ~1-mV somatic postsynaptic potentials, respectively (as in Fig. 1, \( H \) and \( J \)). We effectuated this by changing the active and passive properties of the neuronal model for every change in the value of \( R_s \) (Fig. 5, \( A \) and \( B \)) and by retuning permeability values for each of these combinations.

After ensuring that physiological constraints were imposed on models with different values of \( R_s \), we first tested the impact of different ion channel configurations on RMP and \( R_{in} \) in the absence of any synaptic input. Consistent with our earlier results with the default value of \( R_s \), we found that the co-insertion of HCN channels with KA channels tilted the conductance-current balance in favor of conductance for both tested values of \( R_s \) (Fig. 5, \( C–F \)). Specifically, whereas there was a distance-dependent depolarization in the RMP across the trunk upon independent insertion of HCN channels, this depolarization was partially suppressed upon co-insertion of the KA channels (Fig. 5, \( C \) and \( D \)). This reduction was higher at dendritic locations, implying a pronounced reduction in the somatodendritic difference in RMP upon co-insertion of HCN channels with KA channels. Furthermore, independent insertion of HCN channels elicited a large reduction in \( R_{in} \) (compared with the passive model), and a further reduction in \( R_{in} \) was observed with the co-insertion of KA channels with HCN channels. This reduction in \( R_{in} \) was more pronounced in the distal dendritic locations where these channels are present at higher densities.

Next, we turned to how the impact of high-conductance state on HCN-channel physiology would be altered under various values of \( R_s \). We bombarded the neuronal model, equipped with different ion channel combinations, with incrementally higher numbers of synapses such that excitatory-inhibitory balance was retained (as in Fig. 4). We then asked if the evolution of RMP and \( R_{in} \) as functions of synaptic number was robust to changes in \( R_s \) by plotting the percent change in both these measurements under various channel configurations (Fig. 5, \( G \) and \( H \)). We found our results, obtained with different values of \( R_s \) (Fig. 5, \( G \) and \( H \)), to be consistent with our earlier conclusions that high-conductance states with balanced excitation-inhibition tempered the efficacy of current- and conductance-based changes triggered by HCN-channel insertion (cf. Fig. 4D). Together, these results indicate that our conclusions on the ability of KA channels and high-conductance states to regulate the HCN conductance-h current balance were robust to variability in \( R_s \) and consequent changes in other active and passive properties.

The regulation of HCN channel physiology by KA channels and high-conductance states was robust to changes in synaptic distribution. Although we considered inhibition to be perisomatic thus far, it is well established that inhibitory synapses do make contact on dendrites, as well (Klausberger and Somogyi 2008; Megias et al. 2001). How dependent are our conclusions on the specific distribution of inhibitory synapses across the dendritic arbor? To address this question, we repeated our experiments (Fig. 4) with two different distributions of inhibitory synapses: one where 60% of inhibitory synapses were perisomatic and the remaining 40% on distal dendrites (60P-40D distribution), and the second where these percentages were reversed (40P-60D distribution; Fig. 6). For either case, we independently found incrementally larger combinations of excitatory and inhibitory synapses to achieve balanced excitation-inhibition at the soma. We used such balanced inputs to assess the impact of co-inserting various channel combinations on \( R_{in} \) and RMP under high-conductance states (Fig. 6, \( A–F \)). We found that the conclusions, using both 60P-40D and 40P-60D combinations, were consistent with our previous results using perisomatic inhibition alone (Fig. 6, \( A–F \); cf. Fig. 4, \( B–D \)). Specifically, with an increase in the overall synapse number, the differences in RMP and \( R_{in} \) imposed by the HCN channels in a synapse-free model (Figs. 2 and 5, \( C–F \)) were reduced by high-conductance states realized through several combinations of synaptic distributions (Figs. 4–6).

With an altered somatodendritic inhibitory profile, would there be a change in the somatodendritic RMP in the presence of the synaptic barrage? To address this question, we recorded somatodendritic RMP under conditions of balanced somatic RMP with several channel combinations (as in Fig. 4G). Consistent with Fig. 4G, we found that the average dendritic resting voltages were much depolarized with reference to the balanced (−65 mV) somatic voltages (Fig. 6, \( G \) and \( H \)). However, given the presence of larger dendritic inhibition, dendritic RMP values obtained with the 40P-60D distribution (Fig. 6H; peak RMP: PAS, −29.4 mV; +h, −29.4 mV; +hAM, −30.7 mV) were more hyperpolarized than those with 60P-40D distribution (Fig. 6G; peak RMP: PAS, −23.0 mV; +h, −23.0 mV; +hAM, −24.4 mV), which in turn were more hyperpolarized than the perisomatic inhibition case (Fig. 4G; peak RMP: PAS, −2.9 mV; +h, −2.9 mV; +hAM, −4.4 mV). Therefore, and as expected, the relative locations and activation profiles of synaptic excitation and inhibition determine the exact somatodendritic voltage profiles, and KA channels play a critical role in regulating dendritic RMP (Fig. 6, \( G \) and \( H \), Fig. 4G; cf. Fig. 2C). Together, our results from Figs. 3–6 suggest that the presence of high-conductance states, irrespective of the mode of their realization, tempered the impact of current- and conductance-based changes triggered by the presence of HCN channels.
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The regulation of HCN conductance-current balance by KA channels and high-conductance state was manifest in the presence of spike-generating conductances. Thus far, we had looked at subthreshold measures of neuronal physiology, considering RMP as a measure of the impact of the inward h current and \( R_{\text{in}} \) as a measure of gain that would reflect the change in the HCN conductance. How does this balance manifest under conditions where the neuron fires action potentials? How does the additional presence of KA channels or high-conductance state alter firing rate, a well-established measure of excitability? To address these questions, we inserted spike-generating conductances into the neuronal membrane with their default distributions and conductance values (see METHODS) and assessed both subthreshold and firing rate properties of the model neuron (Fig. 7). Note that the channel combinations mentioned here (Fig. 7) are in addition to the presence of spike-generating conductances and are distinguished from those in other figures by the addition of NaK to the labels.

First, we asked if the insertion of spike-generating conductances altered the subthreshold properties and their dependencies on the insertion of ionic conductances in various combinations. Because the independent insertion of HCN channels or its co-insertion with only the KM channels resulted in a large depolarization to the RMP, the neuron sustained spontaneous firing, thereby precluding the measurement of RMP and \( R_{\text{in}} \) at RMP under these channel combinations (Fig. 7A; \(+\text{NaK}\) and \(+\text{hM+NaK}\)). Importantly, and further emphasizing our earlier observations, the neuron ceased to fire spontaneously when KA channels, but not KM channels, were co-inserted.
with HCN channels, implying that co-insertion of KA channels significantly suppresses the impact of the inward $h$ current on neuronal physiology. The co-insertion of KA channels further reduced $R_{in}$ (Figs. 2E and 7B) in addition to the reduction brought about by the insertion of HCN channels, implying that the impact of HCN conductance was enhanced by the co-insertion of KA channels. It also may be noted that the RMP and $R_{in}$ values for channel combinations where the neuron did not spontaneously fire, including the passive case, were nearly identical to the case where the spike-generating conductances were absent (compare Fig. 7A with Fig. 2C and Fig. 7B with Fig. 2E). Together, these results imply that, in the absence of synaptic inputs, co-insertion of KA channels tilts the HCN conductance-current balance heavily in favor of conductance, and this tilt translated to significant changes in firing frequency in the presence of spike-generating conductances.

How does the presence of HCN channels alter firing patterns under high-conductance states? What impact does the co-insertion of KA and KM channels have on these firing patterns? To address these questions, we presented balanced synaptic stimulation with increasing numbers of synapses in the presence of spike-generating conductances. As mentioned above, in the absence of any synaptic input, the model co-inserted with all HCN, KA and KM channels fired randomly ($R_{p}=200\,\Omega\cdot\text{cm}$) and $R_{p}=250\,\Omega\cdot\text{cm}$ ($D$). With increase in number of synapses, the percent differences in RMP and $R_{in}$ plotted as a function of radial distance along the somatoapical trunk for the 5 channel configurations shown in C for $R_{p}=200\,\Omega\cdot\text{cm}$ ($E$) and $R_{p}=250\,\Omega\cdot\text{cm}$ ($F$). $G$ and $H$: percent differences in RMP and $R_{in}$ plotted as functions of total number of synapses for $R_{p}=200\,\Omega\cdot\text{cm}$ ($G$), and $R_{p}=250\,\Omega\cdot\text{cm}$ ($H$). Differences were computed between the PAS and $+hAM$ configurations.

Fig. 5. Sensitivity analyses with various values of axial resistivity ($R_{p}$) confirmed the roles of KA channels and high-conductance states in regulating HCN channel-induced conductance-current balance. Across all panels, filled and open circles represent plots for $R_{p}=200\,\Omega\cdot\text{cm}$ and $R_{p}=250\,\Omega\cdot\text{cm}$, respectively. For $R_{p}=250\,\Omega\cdot\text{cm}$, $R_{in}^{\text{mean}} = 5.5\,\text{k}\Omega\cdot\text{cm}^2$, $x_a=50\,\mu\text{m}$, and $k_a=10\,\mu\text{m}$ and for $R_{p}=200\,\Omega\cdot\text{cm}$, $R_{in}^{\text{mean}} = 30\,\text{k}\Omega\cdot\text{cm}^2$, $x_a=10\,\mu\text{m}$, and $k_a=100\,\mu\text{m}$. The synaptic permeabilities were recomputed for each value of $R_{p}$ such that the uEPSP and uIPSP values were $-0.2$ and $-1\,\text{mV}$, respectively, irrespective of synapse location. A: bAP amplitude plotted as a function of radial distance from the soma, in the presence and absence of KA channels, computed in the presence of HCN and KM channels. $B$: $R_{in}$ plotted as a function of radial distance from the soma, in presence and absence of HCN channels, computed with KA and KM channels included. $C$ and $D$: RMP plotted as a function of radial distance along the somatoapical trunk for a passive model (PAS) and for models with the independent or co-insertion of HCN channels (+$h$) with other channels (+$hA$, +$hM$, +$hAM$) for $R_{p}=200\,\Omega\cdot\text{cm}$ ($C$) and $R_{p}=250\,\Omega\cdot\text{cm}$ ($D$). $E$ and $F$: $R_{in}$ plotted as a function of radial distance along the somatoapical trunk for the 5 channel configurations shown in C for $R_{p}=200\,\Omega\cdot\text{cm}$ ($E$) and $R_{p}=250\,\Omega\cdot\text{cm}$ ($F$). $G$ and $H$: percent differences in RMP and $R_{in}$ plotted as functions of total number of synapses for $R_{p}=200\,\Omega\cdot\text{cm}$ ($G$), and $R_{p}=250\,\Omega\cdot\text{cm}$ ($H$). Differences were computed between the PAS and $+hAM$ configurations.
yielding a significant reduction in latter is to be expected as a consequence of the KA-induced tilt was a direct consequence of the depolarized membrane potential were highest for the case where only HCN channels were present (Fig. 7, C). Whereas the former observation was a direct consequence of the depolarized membrane potential the neurons ceased firing. This threshold was nearly identical for the case where only HCN channels were present (+h+NaK) and lowest for the case where only KA and KM (+hAM+NaK) channels were included along with KA and KM (Fig. 7, A and B). The firing rates for the PAS+NaK cases were always lower than those achieved with both PAS+NaK and +h+NaK cases (Fig. 7D). When we further increased the number of synapses beyond a certain threshold on the number of synapses, the neurons ceased firing. This threshold was nearly identical for the PAS+NaK and the +h+NaK cases but was lower for the +hAM+NaK case (Fig. 7, C and D). We inferred this to be a direct consequence of the reduction in $R_m$ with increase in number of synapses, with the +hAM+NaK case showing the

synapses enforcing balanced excitation-inhibition, the neuronal firing rate unexpectedly increased (Fig. 7, C and D), due to the larger SD in membrane potential fluctuation (Fig. 4E). However, the firing rates attained with identical synaptic stimulation were highest for the case where only HCN channels were present (+h+NaK) and lowest for the case where only KA and KM (+hAM+NaK) channels were included along with KA and KM (Fig. 7, C and D). Whereas the former observation was a direct consequence of the depolarized membrane potential in the independent presence of HCN channels (Fig. 7A), the latter is to be expected as a consequence of the KA-induced tilt yielding a significant reduction in $R_m$ apart from hyperpolarizing the membrane (Fig. 7, A and B).

Fig. 6. High-conductance state achieved with different distributions of inhibitory synapses along somatodendritic axis tempered the efficacy of current- and conductance-based changes introduced by HCN channels. Across panels, filled circles represent plots for the case where 60% of inhibitory synapses were perisomatically distributed ($\lesssim 50 \mu m$) and 40% were located in more distal locations ($>50 \mu m$), referred to as 60P-40D, and open circles represent plots for the synaptic distribution where percentages were reversed between the perisomatic and distal locations, referred to as 40P-60D. The synaptic permeabilities were recomputed such that the uIPSP value was $\pm 1 mV$ irrespective of location. A and B: average RMP plotted as a function of total (excitatory + inhibitory) number of synapses for the 60P-40D (A) and 40P-60D distributions (B) for different channel configurations. C and D: average $R_m$ plotted as a function of total number of synapses for the 60P-40D (C) and 40P-60D distributions (D) for different channel configurations. E and F: percentage differences in RMP and $R_m$ plotted as functions of total number of synapses for the 60P-40D (E) and 40P-60D distributions (F). Differences were computed between the PAS and +hAM configurations. G and H: average RMP plotted as a function of radial distance from the soma, computed for different channel configurations and with 12,000 total synapses, for the 60P-40D (G) and 40P-60D distributions (H). Note the overlap between the PAS and +h plots in G and H. Data are means $\pm$ SE.
least $R_m$ with all synaptic configurations (Fig. 7B; also see Fig. 4C). From these analyses on action potential firing, it was clear that co-insertion with KA channels suppressed the impact of the inward $h$ current and enhanced the influence of the HCN conductance, together resulting in an overall reduction in neuronal excitability.

When the total number of synapses was taken beyond ~2,000 (Fig. 7E), neurons failed to fire action potentials because of the low $R_m$ (Fig. 4C) and reduced fluctuations (Fig. 4E). Consequently, we were able to measure both RMP and $R_m$ for these synaptic configurations by using the methodology outlined in Fig. 4A. Consistent with our previous observations (Fig. 4D, Fig. 5, G and H, Fig. 6, E and F), we found that with increase in number of synapses (in the range between 2,000 and 12,000), the synaptic currents and conductances played dominant roles in driving RMP and $R_m$, and the impact of HCN channels on $R_m$ was severely weakened under such high-conductance states. Finally, we computed the average RMP along the somatodendritic trunk with 12,000 total synapses and found that dendritic depolarization still existed, but with lower peak values (Fig. 7F; cf. Fig. 4G) due to the additional activation of KDR channels. We also noted that dendritic Na channels would be inactivated at such depolarized voltages, and their slow kinetics for recovery from inactivation would ensure that they remained nonconducting.

Together, in this set of results, we employed action potential firing as a measure of excitability to validate our previous conclusions (with $R_m$ as the measure of excitability; Figs. 2–6) that KA channels and high-conductance states were potent regulators of the balance between the restorative influence of HCN conductances and the regenerative influence of the $h$ current.

**HCN conductance-current balance was regulated by KA channels modeled as multistate kinetic schemes in the presence and absence of balanced synaptic stimulation.** In the simulations for all the results presented above, we had employed HH-type models (Hodgkin and Huxley 1952) for hippocampal KA channels. How dependent were our conclusions on this choice of model type? How would our conclusions change if we employed a multistate Markovian kinetic model for the KA channels? To address this question, we employed two different kinetic models for KA channels (Amarillo et al. 2008; Fineberg et al. 2012), the first of which sustained only closed-state inactivation (CSI; Fig. 8A) and the other endowed with state transitions that enabled both open-state and closed-state inactivation (CSI-OSI; Fig. 9A). It should be noted that the $g$-$V$ curves for activation and inactivation of the CSI (Fig. 8B) and CSI-OSI models (Fig. 9B) show a significantly diminished window component compared with hippocampal KA channels shown in Fig. 2A [compare Amarillo et al. (2008) and Fineberg et al. (2012) with Hoffman et al. (1997) and Migliore et al. (1999)]. In replacing the HH-type KA channels with either the CSI or the CSI-OSI Markov models, as in earlier cases, we ensured that the physiological measure-
To do this, we obtained both measurements in the absence of synaptic inputs. Parametric values were $g_{K_A}^{\text{HH}} = 35 \text{ mS/cm}^2$, $f_{K_A} = 5$, $g_{Na} = 26 \text{ mS/cm}^2$, $g_{KDR} = 190 \text{ mS/cm}^2$, $R_{ion}^{\text{HH}} = 32 \text{ kΩ cm}^2$, $R_{ion}^{\text{HH}} = 16 \text{ kΩ cm}^2$, $x_d = 150 \mu m$, and $k_m = 10 \mu m$. A: kinetic scheme representing the CSI Markov model of the KA channel (Amarillo et al. 2008; Fineberg et al. 2012). B: voltage-dependent activation and inactivation profiles of CSI KA channels. C: bAP amplitude plotted as a function of radial distance from the soma, in the presence and absence of CSI KA channels, with HCN and KM channels incorporated as in Fig. 1B. D: $R_{in}$ plotted as a function of radial distance from the soma, in the presence and absence of HCN channels, with KA and KM channels included. In matching these base measurements with their experimental counterparts, the value of $g_{K_A}^{\text{HH}}$ was larger and membrane resistance ($R_m$) displayed an inverse gradient, compared with the case where we had used the Hodgkin-Huxley (HH) model for KA channels (Eq. 1). We noted these and the other associated parametric changes (mentioned above) as a consequence of the smaller window component in the CSI Markov model (B) compared with that in the HH model (Fig. 2A). E and F: RMP ($E$) and $R_{in} (F)$ plotted as functions of radial distance along the somatoapical trunk for different channel configurations. G: percent differences in RMP and $R_{in}$ plotted as functions of total number of synapses when the model was subjected to balanced excitation-inhibition. Differences were computed between the PAS and $+hAM$ configurations. Synaptic permeabilities were recomputed such that the uEPSP and uIPSP values were $-0.2$ and $-1$ mV, respectively, irrespective of synapse location.

ments of the model were constrained from experimental data. Specifically, we first adjusted the passive and active properties such that the gradients in bAP amplitude (CSI, Fig. 8C; CSI-OSI, Fig. 9C) and $R_{in}$ (CSI, Fig. 8D; CSI-OSI, Fig. 9D) were accounted for.

After establishing the base physiological maps with these multistate KA channel models, we first asked if these channels regulated RMP and $R_{in}$ in a manner that was similar to the HH models employed earlier (Fig. 2C–F, Fig. 5C–F, Fig. 7, A and B). To do this, we observed both measurements in the absence of synaptic inputs under various channel configurations with KA channels realized with either the CSI (Fig. 8, E and F) or the CSI-OSI model (Fig. 9, E and F). These results were consistent with our earlier conclusions, establishing that the co-insertion of KA channels suppresses the impact of the $h$ current in depolarizing the RMP (CSI, Fig. 8E; CSI-OSI, Fig. 9E) and reduces $R_{in}$ (CSI, Fig. 8F; CSI-OSI, Fig. 9F) beyond the reduction imposed by the presence of HCN channels. Next, to understand the impact of interactions between high-conduc-

tance states and the multistate KA channel models in regulating the HCN conductance-current balance, we returned location-dependent excitatory and inhibitory permeability values so that the synaptic inputs would yield $\sim 0.2$- and $\sim 1$ mV unitary somatic potentials, respectively (as in Fig. 1, H and I). We then activated these synapses through incrementally larger numbers of balanced excitatory-inhibitory inputs and estimated the average $R_{in}$ and RMP values for each synaptic configuration, using either CSI and CSI-OSI KA channels. We found, with either kinetic model for KA channels, that the differences in RMP and $R_{in}$ imposed by HCN channels in the synapse-free models (CSI, Fig. 8, E and F; CSI-OSI, Fig. 9, E and F) were significantly suppressed with an increase in total number of synapses. Under these high-conductance states, synaptic currents and conductances played dominant roles in driving both RMP and $R_{in}$ (CSI, Fig. 8G; CSI-OSI, Fig. 9G). Together, these results (Figs. 8–9) validated our previous conclusions (obtained with HH KA channels in Figs. 2–6) with multistate Markovian KA channels.
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The regulation of HCN conductance-current balance by rhythmic high-conductance state was dependent on the oscillatory frequency and on KA channels. In our simulations thus far, we had employed aperiodic synaptic stimulation to achieve high-conductance states. However, in the hippocampus and in several other brain regions, afferent synaptic inputs are modulated by an oscillatory frequency (Buzsáki 2006, 2002; Schomburg et al. 2012; Wang 2010), thereby eliciting membrane potential oscillations at that particular frequency (Domnisoru et al. 2013; Harvey et al. 2009; Schmidt-Hieber and Hauser 2013). Are our conclusions valid under rhythmic high-conductance states? To test this, we first chose 8-Hz theta-frequency modulations of afferent inputs (Fig. 10A) because of the predominant presence of theta modulation in the hippocampal subregion (Buzsáki 2006, 2002; Schomburg et al. 2012; Wang 2010). We modulated the spatiotemporally distributed excitatory and inhibitory inputs by 8-Hz oscillatory patterns (see METHODS), which expectedly resulted in 8-Hz membrane potential oscillations under different channel combinations (Fig. 10A). The average RMP was designed to be approximately −65 mV across all synaptic numbers when all three channels (+hAM) were co-inserted by balancing the number of excitatory and inhibitory inputs in each synaptic configuration. However, when we assessed average RMP for the other channel configurations, we found a depolarization in the membrane potential as the consequence of the non-uniform spatial distribution of these channels and the fact

Fig. 9. KA channels modeled with a multistate kinetic scheme endowed with both closed- and open-state inactivation (CSI-OSI) regulated the HCN conductance-current balance in the presence and the absence of synaptic inputs. Parametric values were $g_{K_{AX}} = 35 \text{ mS/cm}^2$, $f_{K_{A}} = 5$, $g_{N_{a}} = 25 \text{ mS/cm}^2$, $\delta_{K_{OR}} = 190 \text{ mS/cm}^2$, $R_{m}^{K_{OR}} = 32 \text{ k\Omega cm}^2$, $R_{m}^{N_{a}} = 16 \text{ k\Omega cm}^2$, $x_{e} = 150 \mu\text{m}$, and $k_{m} = 10 \mu\text{m}$. A: kinetic scheme representing the CSI-OSI Markov model of the KA channel (Amarillo et al. 2008; Fineberg et al. 2012). B: voltage-dependent activation and inactivation profiles of CSI-OSI KA channels. C: bAP amplitude plotted as a function of radial distance from the soma, in the presence and absence of CSI-OSI KA channels, with HCN and KM channels incorporated as in Fig. 1B. D: $R_{m}$ plotted as a function of radial distance from the soma, in the presence and absence of HCN channels, with KA and KM channels included. In matching these base measurements with their experimental counterparts, the value of $g_{K_{AX}}$ was larger and $R_{m}$ displayed an inverse gradient, compared with the case where we had used the HH model for KA channels (Eq. 1). We noted these and the other associated parametric changes (mentioned above) as a consequence of the smaller window component in the CSI-OSI Markov model (B) compared with that in the HH model (Fig. 2A). E and F: RMP (E) and $R_{m}$ (F) plotted as functions of radial distance along the somatotopic trunk for different channel configurations. G: percent differences in RMP and $R_{m}$ plotted as functions of total number of synapses when the model was subjected to balanced excitation-inhibition. Differences were computed between the PAS and +hAM configurations. Synaptic permeabilities were recomputed such that the uEPSP and uIPSP values were −0.2 and −1 mV, respectively, irrespective of synapse location.
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that the balance was with reference to the case where all channels were present (Fig. 10B). Importantly, and consistent with our previous observations (Figs. 3–9), we found that the average RMP values across different channel combinations progressively converged to the same value with an increase in number of synapses (Fig. 10, B and D). In other words, the differences in average RMP consequent to variations in channel configuration were significantly suppressed when the neuron switched to a periodic high-conductance state.

Because the measurement of \( R_{in} \), a steady-state measure of neuronal excitability, was precluded by the presence of rhythmic inputs, we employed PPV amplitude of membrane potential oscillations as a measure of excitability and assessed average PPV under various channel and synaptic configurations (Fig. 10C). Consistent with our previous results using \( R_{in} \) or firing rate as measures of excitability (Figs. 3–9), we found that alterations to channel configurations led to differences in excitability when lesser numbers of synapses were present; however, these differences were significantly suppressed under periodic high-conductance states (Fig. 10, C and E). Finally, we varied the frequency of the oscillatory inputs that were employed to impart high-conductance states and found that the average RMP and the PPV were largely invariant to channel configurations under rhythmic high-conductance states achieved at different frequencies (Fig. 10, F–H). Together, these results demonstrated that the differences in RMP and excitability imposed by different channel configurations were significantly suppressed under rhythmic high-conductance states, where syn-
aptic currents and conductances play dominant roles in driving both RMP and excitability.

The regulation of HCN conductance-current balance by KA channels and high-conductance state was robust to change in the morphological reconstruction. We had employed a single morphological reconstruction of a hippocampal CA1 pyramidal neuron (Fig. 1A) for our simulations thus far. Were our results specific to only this morphology, or would they extend to other morphological reconstructions? To address this question, we repeated our experiments (in Figs. 2 and 4) with another morphological reconstruction (Fig. 11A) of a CA1 pyramidal neuron (Ascoli et al. 2007; Golding et al. 2005). First, we tuned the active and passive parameters of the model such that the baseline functional properties matched their physiological counterparts (Fig. 11, B–D; cf. Fig. 1, B, C, and E). Using this model, we found that co-insertion of KA channels with HCN channels tilted the HCN conductance-current balance heavily toward conductance by suppressing h current-induced RMP changes (Fig. 11E; cf. Fig. 2C) and enhancing HCN conductance-induced changes in Rm (Fig. 11F; cf. Fig. 2E). We then added balanced excitatory and inhibitory synapses after tuning their distance-invariant unitary somatic amplitudes to be ~0.2 and ~1 mV, respectively. We found that the addition of incrementally larger numbers of synapses significantly suppressed HCN channel-induced changes in both RMP and Rm (Fig. 11, G–I; cf. Fig. 6, B, D, and F, 40P-60D configuration), with synaptic currents and conductances dominating under such high-conductance states. Finally, when we looked at the distance-dependent average RMP values, we found that the dendrites were significantly more depolarized under high-conductance states and that KA channels can play a significant role in suppressing this depolarization (Fig. 11J; cf. Fig. 6H).
Together, our simulations with an additional morphological reconstruction confirmed our earlier results on how KA channels and high-conductance states could regulate the HCN conductance-current balance.

**DISCUSSION**

The prime conclusion of this study is that A-type K\(^+\) channels and high-conductance states could act as effective and powerful regulators of the conductance-current balance that is triggered by the presence of HCN channels on neuronal membrane. We employed changes in RMP and \(R_{\text{in}}\) as measures of the impact of the \(h\) current and the HCN conductance, respectively, and assessed this conductance-current balance through several measures of excitability, including firing rate (Fig. 7) and peak voltage response to rhythmic inputs (Fig. 10). With reference to the roles of KA channels in regulating the conductance-current balance, we performed systematic sensitivity analyses spanning several active and passive parametric combinations (Figs. 2 and 5), sub- and suprathreshold neuronal states (Figs. 2, 5, and 7), different types of models for the KA channels (Figs. 2, 8, and 9), and different morphological reconstructions (Figs. 2 and 11). Our results, spanning all these parametric configurations, reveal that the co-insertion of KA channels with HCN channels significantly tilt the conductance-current balance in favor of conductance, thereby imparting an overall restorative effect on neuronal excitability. This tilt expresses by suppressing the impact of the inward \(h\) current in depolarizing the membrane potential and by enhancing the impact of the HCN conductance in reducing \(R_{\text{in}}\) and other measures of excitability (Figs. 2, 5, 7–9, and 11). In analyzing the role of high-conductance states in regulating this balance, our sensitivity analyses spanned all parameters mentioned with reference to KA channels above (Figs. 2, 5, 7–9, and 11) and revealed the robustness of our conclusions to balanced vs. unbalanced high-conductance states (Figs. 3 and 4), to changes in somatodendritic distribution of inhibitory synapses (Fig. 6), and to aperiodic vs. rhythmic (of several oscillatory frequencies) high-conductance states (Figs. 4 and 10). In doing this, we found that high-conductance states significantly suppress the impact of HCN-channel insertion on RMP and on all assessed measures of neuronal gain (\(R_{\text{eq}}\) firing rate, peak voltage response) and that synaptic conductances and currents dominate under such high-conductance states. In what follows, we present some implications of our results for HCN-channel physiology and their impact on neuronal function.

The twin gradients in KA and HCN channels form an ideal substrate to confer an overall restorative influence on somatodendritic excitability. A recent study involving HCN channels (Migliore and Migliore 2012) introduced a hypothetical leak conductance with specific constraints to elucidate the restorative properties of the inward \(h\) current. Important constraints on the hypothetical conductance required that its reversal potential be lower than RMP, that its somatodendritic distribution follows that of HCN channels, and that it should not inactivate with depolarization in the subthreshold range (Migliore and Migliore 2012). We submit that the KA channels reverse at K\(^+\) reversal, which is typically hyperpolarized to RMP, that they exhibit a somatodendritic gradient that increases with distance from the soma, similar to that of HCN channels, and that despite being inactivating channels, they act very similar to leak channels in the subthreshold range as a direct consequence of the large window component in their voltage-dependent profile (Hoffman et al. 1997; Rathour and Narayan 2012a). Furthermore, as subthreshold K\(^+\) channels, they suppress the depolarization in RMP consequent to the inward \(h\) current and augment the role of HCN conductance in reducing excitability by contributing additional open channels at rest (Fig. 2, 5, 7–9, and 11). Therefore, upon co-insertion with HCN channels, the KA channels tilt the HCN channel-induced conductance-current balance heavily toward conductance. Taking these findings together, we postulate that the KA channel is a candidate mechanism that would fulfill the requirements of a hypothetical channel proposed by (Migliore and Migliore 2012), eliciting an overall restorative influence on neuronal excitability. Such a role for the KA channels is consistent with several studies that demonstrated the impact of the KA-channel window component on excitability (Hoffman et al. 1997; Johnston et al. 2003; Kim et al. 2005; Rathour and Narayan 2012a, 2014), in vitro models of epilepsy consequent to the blockade of KA channels (Gonzalez-Sulser et al. 2011), and the expression of a HCN channel-dependent postinhibitory rebound in the absence of KA channels (Ascoli et al. 2010). Finally, the coexpression of HCN and KA channels spans a large variety of systems and have even been shown to be homeostatically coregulated, suggesting that the coexpression of these two channels plays an important role in regulating neuronal physiology (Amendola et al. 2012; Ascoli et al. 2010; MacLean et al. 2003; Santoro and Baram 2003).

Factors regulating HCN channel physiology under low- and high-conductance states. Our results demonstrate that under in vivo-like high-conductance states achieved through randomized synaptic activation, HCN channels play a subordinate role to afferent synaptic drive in specifying neuronal resting properties and excitability. These results suggest that the in vitro-centric debate on the role of HCN channels in excitability should reassess the dichotomous effects of HCN channels on excitability after accounting for in vivo-like conditions, where the dichotomy is largely overridden by afferent synaptic drive. Because the RMP under in vivo-like conditions is heavily dependent on the variable synaptic drive, electrophysiological experiments related to plasticity/modulation of HCN channels should record physiological measurements at multiple voltage levels, rather than focus on only two RMP values dictated by altered HCN channels under in vitro conditions. Furthermore, co-occurrence of plasticity in different ion channels is physiologically and pathophysiologically well established, and complex spatiotemporal interactions among different ion channels define response dynamics (Rathour and Narayan 2012a, 2014; Santoro and Baram 2003). Therefore, it is essential to assess plasticity of different ion channels (and their interactions) across the somatodendritic arbor, in response to the same physiological/pathophysiological condition, before assigning a causal relationship between a restorative/regenerative change and the biophysics of a specific ion channel (Migliore and Migliore 2012; Santoro and Baram 2003).

What are the other potential candidates that could play a critical role in regulating the conductance-current balance introduced by HCN-channel expression? Our choice of analyzing A-type K\(^+\) channels was consequent to the coexpression profiles of these channels with HCN channels across systems, and the choice to address the role of high-conductance states was to...
ask if the in vitro-specific conclusions carried forward under in vivo-like conditions. However, hippocampal neurons express several other conductances that are active in the voltage range where HCN channels are active. Prominent among these are the L-, N- and T-type Ca\textsuperscript{2+} channels, the G protein-coupled inward rectifying K\textsuperscript{+} (GIRK) channels, and the small-conductance Ca\textsuperscript{2+}-activated K\textsuperscript{+} (SK) channels (Adelman et al. 2012; Chen and Johnston 2004; Lujan et al. 2009; Magee and Johnston 1995a; Santoro and Baram 2003; Tsay et al. 2007). Although the subcellular expression profiles of these channels are different from each other, future studies should explore spatial and kinetic interactions among these channels with the HCN conductance (Rathour and Narayanan 2012a, 2012b, 2014; Santoro and Baram 2003) in regulating the conductance-current balance.

The other potential regulators of the balance are the neuro-modulatory inputs, which are known to regulate several synaptic receptors and voltage-gated ion channels through several signaling pathways (Adelman et al. 2012; Cantrell and Catterall 2001; He et al. 2014; Hoffman and Johnston 1999; Hoffmann et al. 2014; Lujan et al. 2009; Marder and Thirumalai 2002; Munsch and Pape 1999; Perez-Reyes 2003; Robinson and Siegelbaum 2003; Rosenkranz and Johnston 2006, 2007), and the ability of passive, active, and morphological neuronal properties in modulating the shape of synaptic potentials (Andrasfalvy et al. 2008; Golding et al. 2005; Magee 2000; Magee and Johnston 1995b; Narayanan and Chattarji 2010; Perez-Rosello et al. 2011; Rall 1977; Spruston 2008; Stuart and Spruston 1998; Vetter et al. 2001; Williams and Stuart 2003). Specifically, neuromodulatory inputs could alter the HCN conductance-current balance through the regulation of voltage- and/or ligand-gated ion channels, thereby changing the manner in which the balance alters neuronal physiology.

Additionally, future studies should also assess the role of the morphology of the structure that these channels reside as a potential regulator of the HCN conductance-current balance. Specifically, neuronal morphology and associated microstructures, including dendritic diameter and branch-point structure, are well-established regulators of neuronal excitability and signal propagation (Ferrante et al. 2013; Kirchmar et al. 2002; Mainen and Sejnowski 1996; Narayanan and Chattarji 2010; Schaefer et al. 2003; van Elburg and van Ooyen 2010; van Ooyen et al. 2002; Vetter et al. 2001). For instance, it is known that even identical somatodendritic distribution of ion channels lead to very different neuronal firing patterns and excitability, apart from altering backpropagating action potentials (Mainen and Sejnowski 1996; Narayanan and Chattarji 2010; Vetter et al. 2001). Therefore, it stands to reason the expression of the same set of ion channels would result in differential modulation of the HCN conductance-current balance in neurons with different morphologies and associated microstructures. Together, the impact of HCN channels on neuronal physiology should be analyzed in a state-dependent manner (Santoro and Baram 2003), accounting for the subcellular coexpression profile of different ion channels, the numbers and activation patterns of excitatory inhibitory synaptic inputs that these compartments receive, the interactive influences of neuromodulators and activity-dependent plasticity in several ion channels and receptors, and the morphology of the structure that these channels and receptors reside in.

Finally, it is critical that HCN channels are not analyzed only from a limited perspective of how they alter excitability. Specifically, the reason behind the unique conductance-current balance triggered by the presence of HCN channels is that they mediate an inward current that is active at rest. When viewed through the lens of how neurons respond to oscillatory inputs, this slow, hyperpolarization-activated depolarizing current active at rest forms the very reason behind HCN channels mediating a subthreshold resonating conductance (Hutcheon and Yarom 2000; Narayanan and Johnston 2008). As resonating conductances, HCN channels confer theta-frequency selectivity and an inductive lead in the impedance phase upon neuronal compartments responding to oscillatory inputs (Hutcheon and Yarom 2000; Narayanan and Johnston 2008; Vaidya and Johnston 2013). The location-dependent expression (Kole et al. 2006; Lorincz et al. 2002; Magee 1998; Williams and Stuart 2000) and plasticity of HCN channels (Campanac et al. 2008; Fan et al. 2005; Narayanan et al. 2010; Narayanan and Johnston 2008, 2007; Shah 2014; Shah et al. 2010; Wang et al. 2003), in conjunction with this ability to alter subthreshold response dynamics, have led to several postulates on their physiological roles. The postulated roles for HCN channels include those as regulators of location-dependent optimal filters (Kalmbach et al. 2013; Narayanan and Johnston 2007), of temporal summation and temporal coding (Magee 1998, 2000; Magee and Cook 2000; Narayanan and Johnston 2008; Wang 2010), and of transfer impedance amplitude and phase (Hu et al. 2009; Ulrich 2002; Vaidya and Johnston 2013), and as mediators of spectral selectivity in spike initiation dynamics (Das and Narayanan 2014) and of metaplasticity by altering synaptic plasticity rules (Honnruraiah and Narayanan 2013; Narayanan and Johnston 2010; Nolan et al. 2004). Against this wide array of potential roles, it is imperative that HCN channels are not analyzed only from a limited perspective of how they alter RMP and excitability. Importantly, the roles of HCN channels in altering intrinsic response dynamics and subthreshold oscillatory patterns, which are concurrent to the unique conductance-current balance they trigger, should especially be considered in brain regions such as the hippocampus where neurons are subjected to rhythmic high-conductance states.
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