Synaptic mechanisms for generating temporal diversity of auditory representation in the dorsal cochlear nucleus
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Zhou M, Li YT, Yuan W, Tao HW, Zhang LI. Synaptic mechanisms for generating temporal diversity of auditory representation in the dorsal cochlear nucleus. J Neurophysiol 113: 1358–1368, 2015. First published December 4, 2014; doi:10.1152/jn.00573.2014.—In central auditory pathways, neurons exhibit a great diversity of temporal discharge patterns, which may contribute to the parallel processing of auditory signals. How such response diversity emerges in the central auditory circuits remains unclear. Here, we investigated whether synaptic mechanisms can contribute to the generation of the temporal response diversity at the first stage along the central auditory system. By in vivo whole-cell voltage-clamp recording in the dorsal cochlear nucleus of rats, we revealed excitatory and inhibitory synaptic inputs underlying three different firing patterns of fusiform/pyramidal neurons in response to auditory stimuli: “primary-like,” “pauser,” and “buildup” patterns. We found that primary-like neurons received strong, fast-rising excitation, whereas pauser and buildup neurons received accumulating excitation with a relatively weak fast-rising phase, followed by a slow-rising phase. Pauser neurons received stronger fast-rising excitation than buildup cells. On the other hand, inhibitory inputs to the three types of cells exhibited similar temporal patterns, all with a strong fast-rising phase. Dynamic-clamp recordings demonstrated that the differential temporal patterns of excitation could primarily account for the different discharge patterns. In addition, discharge pattern in a single neuron varied in a stimulus-dependent manner, which could be attributed to the modulation of excitation/inhibition balance by different stimuli. Further examination of excitatory inputs to vertical/tuberulcoventral and cartwheel cells suggested that fast-rising and accumulating excitation might be conveyed by auditory nerve and parallel fibers, respectively. A differential summation of excitatory inputs from the two sources may thus contribute to the generation of response diversity.

Although auditory nerve fibers exhibit more or less uniform temporal discharge patterns in response to a certain sound stimulus (Kiang et al. 1965), a diversity of discharge patterns is observed for neurons at almost every processing stage along the central auditory pathway. For example, in response to tone stimulation, although a population of neurons does inherit the primary-like discharge pattern from the auditory nerve, many other neurons in the dorsal cochlear nucleus (DCN) (Godfrey et al. 1975; Hancock and Voigt 2002; Rhode and Kettner 1987; Rhode and Smith 1986), inferior colliculus (Ehret and Merzenich 1988; Kuwada et al. 1997; Semple and Kitzes 1985), and even auditory cortex (Recanzone 2000) exhibit “pauser” and “buildup” response patterns, which are distinct from auditory nerve responses. These diversified discharge patterns may be relevant for the representation and processing of specific sound-information components. However, how such functional diversity is created at the first central station along the afferent auditory pathway remains unclear.

One recent model proposes that variations in the availability of an intrinsic, rapidly inactivating A-type K+ conductance and its activation status can result in a variation in the first spike latency and first interspike interval, as observed for different discharge patterns (Kanold and Manis 1999, 2005; Manis 1990). Other studies suggest that diverse response types of fusiform cells may result from the heterogeneity in their specific synaptic circuitry (Godfrey et al. 1975; Hancock and Voigt 2002; Kuwada et al. 1997). However, what synaptic mechanisms could contribute to the generation of response diversity remains unknown.

Synaptic connections in the DCN have been studied mostly in in vitro preparations. It is generally thought that pyramidal neurons receive direct auditory nerve inputs on their basal dendrites in the deep layer (Brown and Ledwith 1990; Ryugo and May 1993), as well as auditory and nonauditory inputs on their apical dendrites in the superficial layer (Mugnaini et al. 1980; Oertel and Young 2004). The pyramidal neurons also receive inhibitory inputs from various sources, including cartwheel cells in the superficial layer, vertical/tuberulcoventral cells in the deep layer, and possibly the D-multipolar cells in the posterior ventral part of the cochlear nucleus (Golding and Oertel 1997; Kuo et al. 2012; Nelken and Young 1994; Oertel and Young 2004).

It is possible that this rich repertoire of synaptic inputs can result in summed excitation and inhibition with diverse temporal patterns. In this study, we performed sequential loose-patch/current-clamp and voltage-clamp recordings from the same DCN pyramidal neurons in vivo. This allowed us to correlate directly the spike response pattern of the cell with the temporal patterns of underlying excitatory and inhibitory synaptic inputs and to determine how the excitatory and inhibitory interplay shapes the output spike response. Our results revealed that the response diversity of DCN pyramidal neurons could be largely explained by the
differential temporal patterns of synaptic inputs that they received under our experimental conditions.

MATERIALS AND METHODS

All experimental procedures used in this study were approved under the Animal Care and Use Committee at the University of Southern California (Protocol Number: 11759).

Animal preparation. Experiments were performed on 101 female Sprague-Dawley rats (−3 mo old, weighing 250–300 g, raised with a 12-h light/dark cycle). Rats were anesthetized with ketamine (60 mg/kg ip) and xylazine (8 mg/kg ip). During the experiments, the level of anesthesia was monitored by checking the animal’s responses to toe pinch. Ketamine, at one-third of the initial dosage, was administered every ~45 min. The body temperature was maintained at 37.5°C by a feedback heating system (Harvard Apparatus, Holliston, MA). The animal was positioned with the left ear facing a calibrated free-field speaker (Vifa, Copenhagen, Denmark) in a sound-attenuation booth (Acoustic Systems, Houston, TX). A sound-attenuating plug was inserted into its right ear. After opening the left part of the occipital bone, part of the cerebellum was aspirated to expose the left DCN. During the experiment, DCN was covered with an artificial cerebrospinal fluid (ACSF; in mM: 124 NaCl, 1.2 NaH2PO4, 2.5 KCl, 25 NaHCO3, 20 glucose, 2 CaCl2, 1 MgCl2). We mapped the DCN tonotopy with extracellular recordings, which demonstrated a low-frequency gradient along the lateral-medial axis, as described in our previous study (Zhou et al. 2012).

In vivo whole-cell and loose-patch recordings. Whole-cell recordings were made with an Axopatch 200B amplifier (Molecular Devices, Sunnyvale, CA). Patch pipettes made from borosilicate glass (Pipette World, Pleasanton, CA) were filled with a potassium-based solution (in mM): 130 K-gluconate, 4 MgATP, 0.3 GTP, 8 phosphocreatine, 10 HEPES, 11 EGTA, 5 KCl, 1 CaCl2, 0.25 fluoride, 25 NaHCO3, 20 glucose, 2 CaCl2, 1 MgCl2). We mapped the DCN tonotopy with extracellular recordings, which demonstrated a low-frequency gradient along the lateral-medial axis, as described in our previous study (Zhou et al. 2012).

In vivo whole-cell and loose-patch recordings. Whole-cell recordings were made with an Axopatch 200B amplifier (Molecular Devices, Sunnyvale, CA). Patch pipettes made from borosilicate glass capillaries (Kimax) had an impedance of 4–5 MΩ. Pipettes contained a potassium-based solution (in mM): 130 K-glucuronate, 4 MgATP, 0.3 GTP, 8 phosphocreatine, 10 HEPES, 11 EGTA, 5 KCl, 25 NaHCO3, 20 glucose, 2 CaCl2, 1 MgCl2). We mapped the DCN tonotopy with extracellular recordings, which demonstrated a low-frequency gradient along the lateral-medial axis, as described in our previous study (Zhou et al. 2012).

In vivo whole-cell and loose-patch recordings. Whole-cell recordings were made with an Axopatch 200B amplifier (Molecular Devices, Sunnyvale, CA). Patch pipettes made from borosilicate glass capillaries (Kimax) had an impedance of 4–5 MΩ. Pipettes contained a potassium-based solution (in mM): 130 K-glucuronate, 4 MgATP, 0.3 GTP, 8 phosphocreatine, 10 HEPES, 11 EGTA, 5 KCl, 25 NaHCO3, 20 glucose, 2 CaCl2, 1 MgCl2). We mapped the DCN tonotopy with extracellular recordings, which demonstrated a low-frequency gradient along the lateral-medial axis, as described in our previous study (Zhou et al. 2012).

Two major types of inhibitory neurons were also recorded in this study. Vertical cells were recorded at 250- to 700-μm depths (Mugnaini et al. 1980; Rhode 1999) and identified by their lack of spontaneous activity and absence of responses to broad-band noise stimulation (Rhode 1999; Spirou et al. 1999; Young and Brownell 1976). Cartwheel cells were recorded at 80- to 150-μm depths (Wouterlood and Mugnaini 1984) and identified as the firing of complex spikes (Manis et al. 1994; Parham and Kim 1995; Portfors and Roberts 2007). Loose-patch, cell-attached recordings were performed with pipettes of smaller tip openings (impedance ~10 MΩ) so as to overcome the recording bias toward larger cells (Wu et al. 2008). Pipettes were filled with ACSF. Loose seal (100–200 MΩ) was made from the neuron, allowing spikes only from the patched cell to be recorded. Recording was made under voltage clamp. Signals were filtered at 0.3–10 kHz.

Sound stimulation. Software for sound stimulation and data acquisition was custom developed with LabVIEW (National Instruments, Austin, TX). For each successful whole-cell recording, we first mapped the tonal receptive field (TRF) for the recorded cell under current clamp. Pure tones (0.5–64 kHz at 0.1 octave intervals, 50 ms duration, 3 ms ramp) at eight, 10 dB-spaced sound intensities [0–70 dB sound-pressure level (SPL)] were delivered pseudorandomly. The time interval and intensity difference between two sequential tones were set at 0.5–1 s and no more than 30 dB SPL, respectively, to ensure minimal cross-interactions between the stimuli. Characteristic frequency (CF), the frequency at which the neuron responded to tones with minimum intensity, was determined online. Then, the responses of the same cell to 10 repetitions of CF tone stimulation at 60 dB SPL were recorded with the cell clamped at −70 and 0 mV, respectively. An interstimulus interval of 4.5 s was used to minimize cross-trial interactions. After this, the cell’s responses to 40 repetitions of 60 dB SPL CF tone stimulation were recorded under current clamp. Four different durations were presented: 25, 50, 100, and 200 ms. The same sound-stimulation protocol was applied for loose-patch recordings.

Data analysis. Spikes from either current-clamp recordings or loose-patch recordings were sorted offline. The neuronal response type was determined based on the peristimulus spike time histogram (PSTH) in response to 60 dB SPL CF tone stimulation. The first spike latency was determined by the time point in the PSTH, where firing rate exceeded the average spontaneous firing rate by 3 SD of baseline activity. Evoked firing rate was calculated by subtracting the spontaneous rate firing from the firing rate within a defined time window. All of the synaptic response traces evoked by the same test stimulus were averaged. Onset latency was determined by the time point where the current amplitude exceeded the average baseline by 3 SD. In current-clamp recordings, subthreshold membrane-potential responses were obtained by removing spikes with a 3-ms median filter [each data point was replaced by the median of data points within a time window ±1.5 ms of this data point; see Chung and Ferster (1998) and Jagadeesh et al. (1997)].

Excitatory and inhibitory synaptic conductances were derived (Sun et al. 2010; Wu et al. 2008; Zhang et al. 2003, 2011), according to the following equations:

\[ \Delta G = G_s(V - E_s) + G_i(V - E_i) \]

The expected membrane-potential change caused by synaptic conductance \( G \) is given by:

\[ \Delta V_m = \frac{G}{C_m} \]

where \( C_m \) is the whole-cell capacitance; \( G_s \) and \( G_i \) are the excitatory and inhibitory synaptic conductances, respectively; \( V \) is the holding voltage; and \( E_s \) and \( E_i \) are excitatory and inhibitory synaptic conductances, respectively. The estimated junction potential of −11 mV was corrected. To simulate the spike response, 20 mA above the resting membrane potential was set as the spike threshold, and a 5-ms refractory period was used. C (20–50 pF) was measured during the experiment, and \( G_s \) was calculated based on the equation:

\[ G_s = C_sG_{s,m}/C_m \]

where \( G_{s,m} \) is the specific membrane conductance, is 2e−5 S/cm², and \( C_m \) is the specific membrane capacitance, is 1−6 F/cm² (Hines 1993; Stuart and Spruston 1998).

Fitting synaptic currents. Each phase of the synaptic current was fitted with an exponential function using MATLAB (MathWorks, Natick, MA). The equations to fit the two phases of the accumulating excitation (see Fig. 3A) were:

\[ f(t) = 1 - \exp \left[ -(t - t_1)/\tau_1 \right] \]

and \( f(t) = k \cdot [1 - \exp \left[ -(t - t_2)/\tau_2 \right] ] + [1 - \exp \left[ -(t_2 - t_1)/\tau_2 \right] ] \)

where \( t_1 \) and \( t_2 \) are the onsets of each phase, and \( \tau_1 \) and \( \tau_2 \) are time constants. The equations to fit the fast-rising excitation and inhibition (see Fig. 3A) were:

\[ f(t) = 1 - \exp \left[ -(t - t_1)/\tau_1 \right] \]

and \( f(t) = \exp \left[ -(t - t_2)/\tau_2 \right] \]
Dynamic clamp. Dynamic-clamp recordings were carried out according to our previous studies (Li et al. 2012; Liu et al. 2011). The current injected to the cell was calculated in real time according to:

$$I(t) = G_E(t)[V_m(t) - E_E] + G_I(t)[V_m(t) - E_I].$$

The time-dependent $G_E$ and $G_I$ were simulated synaptic conductances, $E_E$ and $E_I$ (reversal potentials) were set as 0 mV and $-70$ mV, respectively. The membrane potential $V_m(t)$ was sampled at 5 kHz.

Statistics. Shapiro-Wilk test was first applied to examine whether samples had a normal distribution. In the case of a normal distribution, $t$-test or one-way ANOVA with a post hoc Tukey test was applied. Otherwise, a nonparametric test was applied. Data were presented as mean ± SE if not specified otherwise.

RESULTS

Temporal response patterns of rat DCN pyramidal neurons. In the rat DCN, we first characterized the discharge patterns of pyramidal neurons located in layer 2 (see MATERIALS AND METHODS). Cell-attached recordings (Wu et al. 2008, Zhou et al. 2012) were performed to record spikes from individual pyramidal neurons in the middle-frequency region (11.8 ± 3.7 kHz, mean ± SD). When the cells were tested with CF tones, buildup (30%), pauser (35%), and primary-like (35%) response patterns were widely observed (Fig. 1, A and B), consistent with previous studies (Hancock and Voigt 2002; Rhode and Smith 1986). As shown by the PSTH (Fig. 1, A and B), the primary-like discharge pattern started with a fast increase in firing, followed by sustained firing in the remaining duration of the tone (Fig. 1B). This discharge pattern in the rat DCN may correspond to the previously reported chopper pattern in other species, although for the latter, interspike intervals are much more uniform, resulting in regularly spaced peaks in the PSTH (Hancock and Voigt 2002; Rhode and Smith 1986). The pauser-discharge pattern started with a sharp, transient-onset response, which was followed by an ~15-ms period of silence and then an increase in firing to a level sustained in the remaining tone duration (Fig. 1B). The buildup pattern exhibited an initial silent period of ~15 ms, after which, the first spike appeared, and the firing rate was then increased gradually (Fig. 1B). Transient-onset responses were also observed in two cells (data not shown).

The most prominent difference among the three response patterns was for spikes occurring within the first 25-ms window after the stimulus onset. The buildup response exhibited a much longer first spike latency (19.8 ± 5.6 ms, mean ± SD) than the primary-like (5.2 ± 1.3 ms) and pauser responses (5.4 ± 0.8 ms; Fig. 1C). The primary-like response exhibited a significantly higher firing rate during the first 25-ms window (Fig. 1D) and a shorter interspike interval between the first and second spikes (i.e., the first interspike interval) compared with the pauser and buildup responses (Fig. 1E). As shown by the plot of evoked firing rate within the 4- to 9-ms time window after the tone onset (which contains the first evoked spike in primary-like and pauser patterns) against that within the 9- to 14-ms window after the tone onset (which contains the silent period in pauser and buildup patterns), the cells were segregated into three distinct clusters (Fig. 1F), demonstrating that different discharge patterns are clearly distinguishable. The spontaneous firing rate, on the other hand, was not different among the three types of cells (primary-like: 21.8 ± 3.2 Hz; pauser: 26.8 ± 4.1 Hz; buildup: 18.5 ± 4.3 Hz; one-way ANOVA, $F = 1.22, P = 0.30$).

Excitatory and inhibitory synaptic inputs to DCN pyramidal neurons. We next carried out whole-cell recordings to reveal the synaptic inputs underlying different discharge patterns. The discharge pattern of the recorded cell was first examined under current clamp, by applying repeated CF tones at 60 dB SPL (Fig. 2, A and B). Primary-like, pauser, and buildup spike patterns were all observed in the recorded cell population, similar to cell-attached recordings (Fig. 2B). Notably, they were associated with different subthreshold membrane-potential response patterns after filtering out the action potentials (Fig. 2C). The primary-like response was marked by a fast and strong depolarization, which was largely sustained during tone stimulation. The pauser response exhibited a sharp transient onset depolarization, followed by a brief hyperpolarization of ~10-ms duration, after which, the membrane potential gradually depolarized. The buildup response lacked a clear onset depolarization, and the membrane potential slowly depolarized from an early, brief hyperpolarization, which started at ~5 ms after the tone onset and lasted for ~10 ms.

Subsequently, we recorded excitatory and inhibitory currents under voltage clamp by clamping the cell’s membrane potential at ~70 and 0 mV, respectively (Fig. 2, D and E). Excitatory and inhibitory conductances were derived from the recorded currents (Fig. 2F; see MATERIALS AND METHODS). As shown for the three example cells, both the derived membrane potential and spike responses from the experimentally determined excitatory and inhibitory synaptic conductances (see MATERIALS AND METHODS). As shown for the three example cells, both the derived membrane potential (Fig. 2G) and spike (Fig. 2H) response patterns qualitatively matched the recorded membrane-potential and spike response patterns, respectively, suggesting that the temporal interplay of sound-evoked synaptic inputs may sufficiently result in distinct spike patterns.

Diversity in temporal dynamics of excitation. To quantify the temporal properties of synaptic responses, we performed curve fitting to the conductance traces using exponential functions (see MATERIALS AND METHODS). The accumulating excitation exhibited two rising phases (I and II) of different time constants, with phase I being fast and phase II being slow, whereas the fast-rising excitation, as well as the inhibition, exhibited only a single fast-rising phase (Fig. 3A). We quantified the amplitude of excitation or inhibition in each rising phase. Primary-like, pauser, and buildup cells were substantially different in the amplitude of phase I excitation, whereas they were not different in the amplitude of inhibition (Fig. 3B). Consequently, the excitation/inhibition (E/I) ratio between phase I excitation and inhibition was different among the three types of cells (Fig. 3C). The amplitude of phase I excitation, as
well as the E/I ratio, was largest in primary-like cells and smallest in buildup cells (Fig. 3, B and C). On the other hand, the timing of the peak phase I excitation was not different among the three types of cells (Fig. 3D). As for phase II excitation, pauser and buildup cells had a similar amplitude, whereas the excitation in primary-like cells did not have a second rising phase (Fig. 3E). Furthermore, we did not find a difference in the onset latency of either excitation or inhibition among the three types of cells (Fig. 3F). Excitation always preceded inhibition by ~1.5 ms (Fig. 3F), suggesting a universal, disynaptic nature of the inhibitory input relative to the most rapid excitatory component.

We also measured the resting membrane potential in the absence of sound stimulation and the average potential within a 10-ms window right before the onset of sound-evoked responses, which occurred at ~4 ms (Fig. 3F) after the stimulus onset (i.e., a window that covers ~6 ms before and ~4 ms after the onset of sound). There were no obvious hyperpolarizing responses immediately before the sound-evoked response for either response type (Fig. 3G), consistent with the absence of
inhibitory input preceding the sound-evoked excitation (Fig. 3F). In addition, there was no significant difference in the membrane voltage immediately before the sound-evoked response among the three types of cells (Fig. 3G). Therefore, in the present study, it is difficult to explain the response diversity with a systematic variation in the prior membrane voltage among different cell classes.

We determined the quality of voltage-clamp recording by plotting the current-voltage (I–V) relationship for the recorded synaptic currents. As shown by an example cell (Fig. 3H), noise-evoked synaptic currents under four different holding potentials were averaged. The current amplitude at 4 ms after the response onset changed linearly with varying clamping voltages, with the derived reversal potential closely matching the expected reversal potential for excitatory currents (0 mV). The current amplitude at 16 ms after the response onset also changed linearly with the clamping voltage. However, the reversal potential for currents at this time point was approxi-

Fig. 2. Synaptic inputs underlying discharge patterns of 3 example pyramidal neurons. A: a raw trace of current-clamp recording (in 1 trial) in response to the CF tone (duration = 200 ms). Dashed, vertical lines mark the onset and offset of the tone stimulation. Scale bar is presented as a vertical bar (same as below). B: PSTH (bin size = 1 ms) for spikes recorded in all trials. C: average subthreshold membrane-potential ($V_m$) responses. Arrows indicate onset depolarizations. Blue, dashed lines represent baseline (same as below). D: average excitatory currents (Exc; 10 trials) recorded under voltage clamp. E: average inhibitory currents (Inh). F: superimposed-derived excitatory (red) and inhibitory (blue) synaptic conductances (G). Note that in primary-like, pauser, and buildup units, excitation onset precedes inhibition onset by 1.4 ms, 1.35 ms, and 0.6 ms, respectively. G: derived $V_m$ [$V_m$(D)] responses by integrating the synaptic conductances shown in F with the neuron model. Arrows indicate onset depolarizations. H: derived spike responses [Sp (D)] after a 20-mV spike threshold (refractory period = 5 ms) was applied. Each vertical line represents a spike.
mately $-39$ mV, indicating a mixture of excitatory and inhibitory conductances. The linear I–V curves indicated that the quality of voltage clamp in our experimental conditions had been reasonably good.

**Synaptic mechanisms for the generation of response diversity.**

To test further whether the differential temporal patterns of synaptic inputs, as we observed, can account for the diversity of spike response patterns, we carried out in vivo dynamic-clamp recordings (see MATERIALS AND METHODS) and revealed membrane-potential responses to injections of simulated excitatory and inhibitory conductances into the cell (Fig. 4A). Synaptic conductances were described by the arithmetic functions used for fitting experimental data (Fig. 4, B and C). To be consistent with experimental observations (Fig. 3, B and E), the amplitude and temporal profile of inhibitory conductance were fixed, whereas those of excitatory conductance were varied. Notably, a fast, transient depolarization was generated at the onset of the membrane-potential response, and its amplitude was dependent on the amplitude ratio between the phase I excitation and the inhibition (Fig. 4B). The larger the E/I ratio, the greater the amplitude of the
transient-onset depolarization (Fig. 4B). After a delay, the membrane voltage gradually increased to a level above the spike threshold (Fig. 4B). Therefore, the putative spike pattern would be of pauser or buildup type, depending on whether the transient-onset depolarization was large enough to cross the spike threshold. In the same recorded cell, the simulated excitation and inhibition of primary-like responses generated a large, fast transient depolarization, followed by a smaller, sustained depolarization (Fig. 4C). The amplitude of the sustained depolarization depended on the E/I ratio (Fig. 4C). Therefore, the putative spike
pattern would be the primary-like type, if the sustained depolarization were large and crossed the spike threshold, or of onset type, if it were below the spike threshold.

It was previously reported that the same DCN neuron could exhibit different discharge patterns in a stimulus-dependent manner under different tone frequencies and intensities (Hancock and Voigt 2002; Rhode et al. 1983). This could be potentially attributed to a similar synaptic mechanism, since the strengths of synaptic inputs and E/I ratio can be modulated by frequency and intensity. We thus examined the spike and synaptic responses to all effective tones within the TRF of individual cells. The example cell in Fig. 4D was identified as a pauser cell based on its spike response pattern to the CF tone (13.9 kHz) at a relatively high intensity (60 dB SPL). At this intensity level, whereas the cell exhibited pauser discharge patterns to 11.3, 12.1, 13, and 13.9 kHz tones, it displayed buildup-discharge patterns to 10.6 and 14.9 kHz tones (Fig. 4D). Such variation in discharge pattern was observed at other tone intensities as well (Fig. 4D). We plotted the synaptic parameters for the corresponding identified discharge patterns within the TRF (Fig. 4E). It became clear that buildup patterns were associated with small excitatory input amplitudes and small E/I ratios during phase I, whereas pauser patterns were associated with larger amplitudes of phase I excitation and larger E/I ratios. There was no difference in the membrane potential before the sensory-evoked response between the two groups of responses ($P > 0.05$, t-test). Another example cell (Fig. 4F) was identified as a primary-like type, based on its spike response pattern to the CF tone (9.8 kHz) at 60 dB SPL. However, its discharge patterns to frequencies above the CF were clearly of onset type, consisting only of a transient onset response (Fig. 4F). For all of the tone-evoked responses, onset patterns were associated with smaller phase I excitation and smaller E/I ratios compared with primary-like patterns. Again, there was no difference in the membrane potential before the sensory-evoked response between the two groups of responses ($P > 0.05$, t-test). Together, these experimental observations validate the predictions from the dynamic-clamp experiment that differential excitatory temporal profiles can well separate the primary-like/onset types from pauser/builder types and that the strength of excitation and the E/I ratio during phase I can further distinguish pauser from buildup responses or primary-like from onset responses.

**Potential excitatory input sources for pyramidal neurons.** That the excitatory input may contain two distinct components of fast- and slow-rising kinetics is reminiscent of previous findings that DCN pyramidal neurons primarily receive excitatory inputs from two sources: the auditory nerve input onto their basal dendrites and the parallel fiber input onto their apical dendrites (Fig. 5A). Zhang and Oertel (1994) showed that DCN pyramidal cells can respond to electrical stimulation of the auditory nerve with a slowly rising excitatory postsynaptic potential, which remains after severing the branches of auditory nerve fibers directly innervating the pyramidal cells. Kuo and Trussell (2011) showed that parallel fibers exhibit strong short-term facilitation. These results together suggest that the parallel fiber input is delayed relative to the direct auditory nerve input and that the second excitatory component that we observed in vivo might be contributed by parallel fiber inputs. Whereas it is difficult to separate excitatory inputs of

---

**Fig. 5. Potential circuit mechanisms for generating response diversity in the DCN.** A: schematic drawing of DCN circuits. A.N., auditory nerve; P.F., parallel fiber; Vt, vertical cell; Cw, cartwheel cell; Pyr, pyramidal cell. Red and blue dots represent excitatory and inhibitory synapses, respectively. B: left: color map of the TRF (top) of an example cartwheel cell and the PSTHs for responses to noise and CF tone stimuli (marked by the bars). Vertical arrow points to the CF. Right: cell-attached recording of spike responses (top), superimposed excitatory currents of 4 trials (middle), and average excitatory current (bottom). Arrow points to the complex spike. Tone duration is marked by the bar. C: TRF and responses to noise and CF tone stimuli of a vertical cell. Note that it exhibited 0 spontaneous firing rate and no response to noise stimulation. Right: evoked spikes and excitatory currents by CF tones. D: average amplitude of phase I excitation for different types of cells. Bars = SE; cell numbers are marked. E: average timing of peak excitatory amplitude relative to the tone onset. Cell numbers are the same as in D. F: average 1st spike latency. Cell numbers are marked.
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the two different sources in vivo, we may be able to estimate their temporal properties by examining the sound-evoked excitatory inputs to cartwheel and vertical cells, respectively. Previous studies suggest that vertical cells are driven primarily by auditory nerve inputs (Spirou et al. 1999), whereas cartwheel cells predominantly receive excitation from parallel fibers (Fujino and Oertel 2003) (Fig. 5A). Therefore, the temporal properties of excitation to cartwheel and vertical cells may reflect that of parallel fiber and auditory nerve inputs, respectively.

In our recordings, cartwheel cells were identified by the firing of complex spikes (Fig. 5B), according to previous studies (Manis et al. 1994; Parham and Kim 1995; Portfors and Roberts 2007). Vertical cells were identified by the extremely low, spontaneous firing rates (<0.05 spikes/s) and the lack of responses to noise stimuli (Rhode 1999; Spirou et al. 1999; Young and Brownell 1976) (Fig. 5C). Subsequent voltage-clamp recordings from the same cells then revealed their tone-evoked excitation (Fig. 5, B and C). With similar curve-fitting methods, as shown in Fig. 3A, we quantified the amplitudes and temporal profiles of the excitatory currents in vertical and cartwheel cells. Notably, the excitation in vertical cells was similar to that in primary-like pyramidal cells, since they both exhibited a large amplitude of phase I excitation (Fig. 5D) and a very short delay to the maximum excitatory response (i.e., fast rising; Fig. 5E). These results support the notion that the fast-rising excitation in primary-like neurons could be attributed mainly to the auditory nerve input, which drives rapid spiking of these and vertical cells with similar latencies (Fig. 5F). On the other hand, the slowly accumulating excitation in cartwheel cells resembled the phase II excitation in pauser and buildup neurons, as demonstrated by the long delay to the maximum amplitude (Fig. 5E). This result suggests that parallel fiber inputs likely assume a slowly accumulating property and contribute largely to the phase II excitation in pauser and buildup neurons. We also noticed that the phase I excitation in pauser and buildup neurons resembled the fast-rising excitation in primary-like neurons in terms of onset latency (Fig. 3F) and rising speed (pauser, \( \tau = 7.08 \pm 0.99 \text{ ms}, \) mean \( \pm SD \); buildup, \( \tau = 7.64 \pm 2.57 \text{ ms}; \) primary-like, \( \tau = 5.19 \pm 1.26 \text{ ms}; \) one-way ANOVA, \( F = 1.62, \) \( P = 0.27 \)). This suggests that the phase I excitation may be attributed to direct auditory nerve inputs.

**DISCUSSION**

In this study, we applied in vivo whole-cell recordings to examine the possible synaptic mechanisms underlying differential temporal response patterns in the DCN. We found that the differences in discharge pattern were sufficiently attributable to differential temporal profiles and amplitudes of excitatory synaptic inputs received by DCN pyramidal neurons. Those receiving dominant fast-rising excitation exhibit primary-like or onset responses, depending on the E/I ratio in the initial response rising phase. Neurons receiving accumulating excitation exhibit pauser or buildup responses, again, depending on the E/I ratio in the initial fast response rising phase.

**Potential sources of excitatory inputs.** The differential excitatory temporal profiles may be due to variations in how DCN pyramidal cells sample from two potential excitatory input sources. For primary-like cells, their inputs can be primarily from auditory nerve fibers, since the temporal profile of these inputs closely resembles that of auditory nerve firing (Kiang et al. 1965). For pauser and buildup cells, their inputs are likely a mixture, from both auditory nerve and parallel fibers. The auditory nerve input to pauser cells is probably strong enough to trigger a fast-onset spike response, as the first spike latency of these cells is similar to that of primary-like and vertical cells. The auditory nerve input to buildup cells is relatively weak, and their spiking has to rely on the second-phase excitation to accumulate to a certain level to overcome inhibition, resulting in a much longer delay for the first spike to appear. These results suggest that the differential excitatory input patterns plus corresponding physiological ranges of amplitude would directly lead to distinct temporal patterns of membrane-potential responses, with the distinction depending on whether a fast onset spike response can be generated and whether there is a following suppression period. The functional type of the cells was defined based on their responses to CF tones at a relatively high intensity. For an individual cell, the excitatory input pattern as well as the E/I ratio can vary depending on the tone frequency and intensity, resulting in a stimulus-dependent variation in discharge pattern.

We propose that the slow-rising excitatory inputs to buildup and pauser cells can be from parallel fibers projected by granule cells. This is mostly based on the observation that cartwheel cells, which receive parallel fiber inputs, exhibit slow-rising excitation. However, the nature of auditory information carried by parallel fibers remains unknown, except for the anatomical evidence that granule cells in the cochlear nucleus receive inputs from both type II auditory nerve (Brown et al. 1988; Brown and Ledwith 1990) and efferent auditory (Kane and Finn 1977) fibers. Additionally, it has been suggested that nonauditory information relayed by parallel fibers can modulate the spike rate and spike timing of fusiform cells (Kanold et al. 2011; Koehler et al. 2011; Koehler and Shore 2013; Oertel and Young 2004). An alternative hypothesis would be that both fusiform cells and cartwheel cells receive slow-rising excitation from another excitatory source. For example, T-type multipolar cells in the posterior ventral cochlear nucleus, which project to the DCN (Oertel et al. 1990; Smith and Rhode 1989), may contribute to the excitation in fusiform cells. The sources of excitation to fusiform cells need to be investigated further in the future with anatomical and functional synaptic-connection studies.

**Potential sources of inhibitory inputs.** Our data indicate that the three cell types receive inhibitory inputs with similar temporal patterns in response to 60 dB CF tones. Previous studies have proposed that fusiform cells receive both central-area inhibition from vertical cells and wide-band inhibition from putative D-type multipolar cells (Nelken and Young 1994). In addition, fusiform cells receive inhibitory inputs from cartwheel cells. The temporal firing patterns of vertical and D-type multipolar cells have been shown to be of primary-like type, onset, and onset chopper types (Rhode 1999; Smith and Rhode 1989), whereas the sound-evoked discharge of cartwheel cells exhibits a longer onset delay (Fig. 5F) with complex spike patterns (Fig. 5B). Based on these output firing patterns, it is possible that a mixture of inhibitory inputs from these neurons together can construct a temporal profile similar to what has been observed in fusiform cells. We should note that despite the similarities of inhibitory patterns, it is the interplay of excita-
tion and inhibition within appropriate ranges of amplitude that eventually generates the different response types. For example, it is likely that removal of inhibition to pauser cells can convert their responses to a sustained type.

**Synaptic vs. intrinsic mechanisms.** Intrinsic conductances of fusiform cells have been shown previously to affect their firing patterns (Kanold and Manis 1999, 2005; Leao et al. 2012; Manis 1990). Manis and colleagues (Kanold and Manis 1999, 2005; Manis 1990) demonstrated in slice recordings that three distinct temporal discharge patterns of DCN pyramidal neurons could be elicited by current injections, depending on the level of the holding potential before the depolarization induced by the injected current. Buildup and pauser responses were observed if the cells were held hyperpolarized before the induced depolarization. In this study, our current-clamp recordings in vivo did not reveal significant differences in the membrane potential preceding the sound-evoked responses among different types of neurons or among different types of responses in an individual neuron. Instead, our results suggest an important contribution from the heterogeneity of synaptic inputs to the diversity of discharge patterns. In particular, our dynamic-clamp recordings demonstrate that synaptic inputs with physiologically relevant temporal profiles and amplitudes can be sufficient for generating diverse temporal response patterns. It should be noted that these results were obtained in anesthetized conditions, which affect intrinsic conductances, and under relatively simple acoustic stimulation paradigms. They do not exclude any potential contribution of an intrinsic membrane-conductance mechanism to the response diversity, since intrinsic conductances plus prior history activity are also shown to be sufficient for generating diverse discharge patterns. It is possible that in awake conditions or under more complicated stimulation paradigms (e.g., naturalistic sounds), synaptic mechanisms and intrinsic membrane-conductance mechanisms work synergistically to influence spike response patterns. This remained to be investigated further in future studies.

**Technical considerations.** To reveal the synaptic inputs and membrane-potential outputs of the same neuron, we performed whole-cell voltage-clamp and current-clamp recordings in the same cell. Several lines of evidence suggested that the DCN neurons in our experiments were clamped at desired potentials. First, the linear I–V curve (Fig. 3H) suggested that voltage-dependent conductances contributed little to the recorded currents under our experimental conditions. Second, the I–V curve (Fig. 3H) for the evoked currents within a 4-ms window from the response onset (excitatory in nature) roughly crossed the origin (0, 0), indicating that the measured reversal potential indeed closely matched the expected reversal potential of excitatory currents (0 mV). In other words, the intended clamping voltage of 0 mV was achieved with reasonable precision. Third, although the reversal potentials were already determined by the intracellular and extracellular ionic concentrations, we arbitrarily set the reversal potential for inhibitory currents at −60 or −80 mV (i.e., ±10 mV shift from the expected reversal potential) and found that this did not change the conclusion of this study. The derived synaptic conductances could still generate the three different temporal discharge patterns. Finally, in our neuron modeling, the membrane-potential response patterns derived from the observed excitatory and inhibitory inputs qualitatively matched those recorded under current clamp in the same cell (Fig. 2, C and G), suggesting that the measured synaptic conductances could largely account for the observed membrane-potential response. Together, these results demonstrate that the recorded currents well reflect the underlying synaptic inputs. Nevertheless, it should be noted that the cable effect and potential space-clamp errors would affect the recorded amplitudes of synaptic inputs, with less deleterious effects on their temporal dynamics (Tan et al. 2004). How active dendritic conductances contribute to the auditory processing in DCN neurons needs to be investigated in future studies.

**Functional implications.** DCN neurons were categorized based on either receptive field structures (Evans and Nelson 1973) or temporal discharge patterns to CF tones (Godfrey et al. 1975). Based on receptive field properties of its neurons, the DCN has been proposed to use spectral cues to localize sound in the vertical plane (Bandyopadhyay and Young 2013; Nelken and Young 1994; Oertel and Young 2004). The functional significance of temporal discharge patterns is less clear. We speculate that with the diverse responses in a transient time window (~25 ms) after sound onsets, the DCN can play a role in diverse coding of sound onset information. This likely forms a foundation for the parallel processing of acoustic information in higher-level auditory centers. DCN response properties are strongly influenced by inhibition (Nelken and Young 1994; Oertel and Young 2004; Zhou et al. 2012), which may endow this processing center with an advantage in generating novel response properties that allow detection of important features in the acoustic environment. Whereas our current study provides a plausible synaptic circuitry mechanism for the generation of diverse temporal response patterns in DCN pyramidal cells, it should be noted that it remains a great challenge to resolve the circuitry underlying various specific processing functions. Future studies with genetic/optogenetic tools will be needed to dissect the role of each different type of neuron in the functional circuitry of the DCN.
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