A function for binaural integration in auditory grouping and segregation in the inferior colliculus
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Harmonic complexes are important components of speech, music, and some animal communications (including guinea pig calls: Berryman 1976; Grimsley et al. 2012). Harmonic complexes create a perception of pitch, a perceptual grouping feature that has received particular attention (reviewed in Plack et al. 2005; Wang and Bendor 2010). A harmonic complex is composed of a tone at the fundamental frequency (f0) and tones at integer multiples of the f0 (e.g., 125, 250, 375, etc.). Perceptually the components of the harmonic complex fuse and create a perception of a pitch at the f0; this occurs even when the component at the f0 is missing (Von Helmholtz 1863).

Pitch stimuli are particularly useful for studying binaural integration. There are two lines of evidence indicating that pitch perception can occur after binaural integration. First, there are several pitch phenomena that depend on binaural processing (reviewed in Culling et al. 1998a, 1998b). Second, the ear of presentation of components of a sound does not make a substantial difference in pitch perception, i.e., the auditory system handles monaural pitch information in a manner similar to binaural pitch information (Bernstein and Oxenham 2003; Houtsma and Goldstein 1972). Since presenting the components of pitch stimuli to opposite ears avoids interactions between the components before binaural integration occurs, this means that more central (after binaural integration) processing is necessary to identify the pitch in such dichotic stimuli.

To study the temporal representation of pitch, and avoid place cues, we recorded from cells with characteristic frequencies (CFs) > 2 kHz. Multiple components of the harmonic complex at high frequencies (e.g., 4,375, 4,500, 4,625 Hz) fall into a single auditory filter (analogous to a tuning curve) and are considered to be “unresolved” (Glasberg and Moore 1990; Shackleton and Carlyn 1994). In humans, the pitch percept caused by “unresolved” components is substantially weaker than the pitch percept caused by “resolved” components (when only a single component falls within an auditory filter). However, some authors have proposed that “resolved” components are “neither necessary nor sufficient to support accurate pitch perception” (Bernstein and Oxenham 2008), and because of poor frequency selectivity, hearing-impaired listeners and cochlear implant users may rely more on unresolved components to determine pitch (Moore and Carlyn 2005). Plack et al. (2005) list further reasons why “unresolved” components are worthy of attention.

The inferior colliculus (IC) is a near-obligatory relay for monaural and binaural ascending auditory information (excep-
MATERIALS AND METHODS

Eight pigmented guinea pigs of both sexes and weighing 500–800 g contributed to this study. All experiments were performed under the terms and conditions of licenses issued by the UK Home Office under the Animals [Scientific Procedures] Act 1986 and the approval of the Ethical Review Committee of the University of Nottingham.

Anesthesia and Surgical Preparations

In all animals, anesthesia was induced with urethane (1.1 g/kg in 20% solution ip) supplemented as necessary, to maintain suppression of the pedal withdrawal reflex, by Hypnorm (fentanyl citrate 0.315 mg/ml, fluanisone 10 mg/ml; 0.2 ml im). Body temperature was maintained at 38°C with a heating blanket and a rectal probe (Harvard Apparatus Homeothermic Blanket Control unit 50787, Edenbridge, UK). A premedication of 0.2 ml of atropine (600 μg/ml) was administered in order to reduce bronchial secretions. The trachea was cannulated to reduce dead space and allow the animals to be artificially respired with 100% oxygen throughout the experiment (Harvard Apparatus model 970 ventilator). End-tidal carbon dioxide levels and heart rate (via electrodes either side of the thorax) were monitored (Vetspecs VSM8, Canton, GA). Clear access to the auditory meatus was achieved by removing part of the tragus. The animal was placed into a stereotaxic frame with earbars consisting of hollow Plexiglas specula so that the tympanic membranes were visible. Polyethylene tubes (0.5-mm inner diameter, 250- to 400-mm length) were inserted and sealed into the bullae to allow pressure equalization while maintaining closed-field sound presentation. An opening was made in the connective tissue above the foramen magnum to release pressure variations in the cerebrospinal fluid to increase recording stability. A 4 × 4-mm craniotomy was performed over the right IC. The dura mater was removed and the exposed cortex covered with agar (1.5% agar in 0.9% normal saline) to avoid desiccation and to stabilize recordings. Recordings were made in the right IC (Fig. 1) with four to eight individual glass-coated tungsten electrodes (Bullock et al. 1988) attached to a single circuit board, with tips aligned and separated by ~200 μm. These arrays were advanced together with a piezoelectric motor (Burleigh Inchworm IW-700/710). The electrode signals were recorded and band-pass filtered (0.16–6,000 Hz) with a high-impedance headstage [TDT RA16AC, Tucker-Davis Technologies (TDT), Alachua, FL] and then digitized (TDT RA16PA). The digitized action potentials were further band-pass filtered (300–3,000 Hz) and amplified with a digital signal processor (TDT RX7) controlled by Brainware software (Jan Schnupp, Oxford University). Short portions of the units’ action potentials were recorded whenever the amplitude crossed a threshold, set individually for each unit. These action potentials were analyzed with Plexon Offline Spike Sorter (v2.8.8, Dallas, TX). Responses were checked for systematic shifts over time and discarded if a change was noted. Analyses and graphical representations were performed in MATLAB (MathWorks, Natick, MA) and SigmaPlot (Systat, San Jose, CA).

Only units with CFs above 2 kHz were analyzed so the response would be to unresolved harmonics (Glasberg and Moore 1990; Shackleton and Carlyon 1994). The tuning curves of units with lower CFs are narrower than those of units with higher CFs. Consequently, units with lower CFs respond to fewer harmonics and can be dominated by individual harmonic components. Restricting study to units responding to unresolved harmonics will ensure that the synchronization of the unit to the f0 was caused by the interactions of components within its response area and not simply synchronization to the pure tone at the f0.

Histology

During the withdrawal of the electrode, electrolytic lesions were made in some of the tracks by passing a current of 5 μA for 10 s (electrode negative) through the electrode. At the end of the experiment, the animal was given an overdose of pentobarbital and perfused with 4% paraformaldehyde. The brain was removed and sectioned at 50–100 μm on a vibratome. Sections were stained for cytochrome oxidase. The electrode tracks were located by using the electrolytic lesions to provide confirmation of the recording locations within the
IC. In the later experiments, the electrodes were dipped in cresyl violet before the experiment (10 dips, 1–2 s in the solution, 1 min drying after each dip; Lim and Anderson 2007); consequently, the electrode tracks were clearly visible in the sections. The recordings reported here were from the central nucleus of the IC.

Stimulus Generation

All stimuli were generated with BrainWare using a TDT RX8 Digital Signal Processor, which contains 24-bit sigma-delta digital-to-analog converters. The signal levels were controlled with program-mable attenuators (TDT PA5). The maximum output of the sound to-analog converters. The signal levels were controlled with program-
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The end of the probe tube was positioned within the speculum in close proximity to the tympanic membrane. The calibration sound was white noise, presented 20 times. The system response was calculated by Fourier transforming the microphone waveform and correcting for microphone sensitivity and probe tube characteristics.

Stimulus and Recording Paradigms

The search stimulus was diotic white noise (duration 100 ms) gated on and off with cosine-squared ramps lasting 8 ms, with a repetition period of 500 ms, and a manually variable level. When a unit was isolated the minimum tone response threshold was determined and the frequency response area measured using a single repeat each of diotic 100-ms-duration pure tones presented in pseudorandom order from 400 to 25,600 Hz in half-octave steps over a 0–100 dB range in 5-dB steps with interstimulus interval of 400 ms. The wide frequency range allowed response areas of neurons on more than one electrode to be simultaneously measured even when the CFs of the recorded neurons might differ.

The experimental stimuli were two harmonic complexes with f0 at 125 Hz and 145 Hz (Fig. 1), presented simultaneously. The 125 Hz harmonic complex was presented to the left ear (contralateral to the recording site), and the 145 Hz harmonic complex was presented to the right ear (ipsilateral to the recording site; Fig. 1). All harmonics (integer multiples of f0) below 20 kHz were present, in cosine phase. The length of the stimulus was 400 ms, with no smoothing of the onset or offset. The shortest time over which an integer number of periods of both the 125 Hz and the 145 Hz complexes occurs is 200 ms (see Fig. 1B; 25 periods of 125 Hz and 29 periods of 145 Hz), at which time the waveform peaks are exactly coincident. Because the difference frequency is 20 Hz (145 − 125) the envelopes align in phase every 50 ms (although not necessarily at the peak). As indicated in Fig. 1, the peaks in the waveforms are approximately coincident in time at each of the 50-ms intervals within the 200-ms repetition time (Fig. 1B). This becomes important when considering the timing of the responses to the two harmonic complexes. Stimuli presented to the contralateral ear generally produce stronger responses in the IC, especially in high-frequency units (Shackleton et al. 2009). Both harmonic complexes were varied parametrically over three levels, 40, 50, and 60 dB SPL per component (resulting in 9 level combinations). Responses to 15 or 30 repeats of each stimulus combination were obtained. To remove onset effects, the first complete stimulus repetition was discarded and only the last 200 ms was analyzed. Consequently, only neurons that had a continuous response to the stimulus were analyzed, but such responses are common with these stimuli in the IC (Sinex and Li 2007).

In addition to the dichotic harmonic complexes, we also recorded responses to a combination of the 125 Hz and 145 Hz harmonic complexes presented monaurally to the contralateral ear (see Nakamato et al. 2010 for stimulus details and results) in order to contrast the binaural and monaural responses.

Data Analysis

Unit selection. We recorded from 96 units (CF > 2 kHz) in the central nucleus of the right IC (Table 1). Five units responded only at the onset/offset of the stimulus. Eighteen units had weak responses or no responses to the dichotic stimulus but had a robust response to the monaural stimulus. Finally, we did not include three units because they had no monaural response and did not fit into the binaural classifications used in this report. This left 70 units that were analyzed further.

Binaural classification. The binaural classification scheme of Irvine (1886) is well established; however, it requires a comparison of the monaural and binaural responses to pure tones, which were not collected in this study. Instead, we use a classification based upon the responses to the harmonic stimuli. The definitions are likely to be congruent, so we have used the same nomenclature; however, it is possible that there would be some differences in classification if both analyses were performed on the same units. All 70 units selected were excited by contralateral stimuli (total spike count >100 spikes across 15 repeats), and so a classification was developed based upon the effect of the ipsilateral stimulus on firing rate (Table 1). A multiple linear regression model was created for each unit using the contralateral and ipsilateral stimulus levels as explanatory variables and spike count as the dependent variable. An ANOVA was done on the output of the model to determine the significance of the ipsilateral stimulus level. If the ipsilateral stimulus level was a significant (P < 0.05) predictor of the spike count and the spike count increased with increases in ipsilateral level (positive coefficient estimate in the linear regression), then the unit was classified as ipsilaterally excitation (EE). If the ipsilateral stimulus level was a significant (P < 0.05) predictor of the spike count and the spike count was reduced with increases in ipsilateral level (negative coefficient estimate in the linear regression), then the unit was classified as ipsilaterally inhibitory (EI). Finally, if the ipsilateral level was not a significant predictor of spike count (P > 0.05), then the unit was classified as no change (EO).

Vector strength. Because the temporal structure of the two harmonic complexes is different, the degree of synchronization to the temporal structure of each can be independently determined from a Fourier transform (described in detail in Nakamato et al. 2010). In brief, the poststimulus time histogram of the last 200 ms (bin width: 0.125 ms) was Fourier transformed and each component normalized by the total number of spikes in the histogram (DC component); this yields a measure exactly equivalent to the vector strength (Ashida et al. 2010; Goldberg and Brown 1969). The vector strength can vary between 0, indicating no synchronization, and 1, for perfect locking.

Table 1. Counts of different classes of units in this study

<table>
<thead>
<tr>
<th>Classification</th>
<th>Unit Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monaural response, low binaural response</td>
<td>18</td>
</tr>
<tr>
<td>Offset/offset response</td>
<td>3</td>
</tr>
<tr>
<td>Binaural response, low monaural response</td>
<td>10</td>
</tr>
<tr>
<td>EE</td>
<td>23</td>
</tr>
<tr>
<td>EI</td>
<td>37</td>
</tr>
</tbody>
</table>

The first 3 classes were distinguished by there being no strong sustained excitatory effect of the contralateral waveform in the binaural stimulus. The last 3 classes were defined according to a regression analysis of the effect of the ipsilateral level upon firing rate (see Binaural classification). The majority of the analyses in this report were only performed on these latter units.
Vector strengths were considered to be reliable if they were calculated from responses with >50 spikes. Simulations using samples of 50 spike times randomly drawn from von Mises distributions with varying vector strengths (Mardia and Jupp 2000) indicated that 90% of estimated values were within 0.1 of the true value for vector strengths > 0.2. Only reliable vector strengths by this definition are shown in this report.

Relative envelope peak interval function. The responses of some units that synchronized well to the contralateral stimulus were phascially reduced by the ipsilateral stimulus (see Fig. 8). The suppression was dependent on the relationship between the timing of the peaks in the envelope of the 125 Hz and 145 Hz harmonic complexes. To quantify this effect, the data were replotted with respect to the time difference between the peaks of the 125 Hz and 145 Hz envelopes. To reduce the variance caused by this sparse sampling the values were smoothed by a running average (0.5-ms time window). The spike count of each unit was normalized to its maximum spike count.

The reduction caused by the ipsilateral stimulus was measured in terms of response modulation of the relative envelope peak interval function. Response modulation was calculated as the difference, in percentage, between the bin with the maximum response and the bin with the minimum response (100 [Max Bin – Min Bin]/Max Bin). If there were <100 spikes summed over 15 repeats over the 200-ms period, across the trials, then the response modulation was not calculated.

RESULTS

The responses to the dichotic harmonic complexes were diverse; however, we identified several patterns of synchronized responses to the stimuli (Fig. 2). Some units responded highly regularly at 8-ms intervals (Fig. 2, A and B), which corresponded to the period of the 125 Hz contralateral f0. Other units responded less regularly, but still with recognizable responses to the stimuli (Fig. 2). Some units responded less regularly, but still with recognizable responses to the stimuli. Other units corresponded to the period of the 125 Hz contralateral f0. Highly regularly at 8-ms intervals (Fig. 2, C and D), the responses of some units that were locking to the 125 Hz f0 were clearly suppressed at 50-ms intervals (Fig. 2, E and F), which corresponded to the 20-Hz difference frequency between the 125 Hz contralateral f0 and the 145 Hz ipsilateral f0. Other units responded only at these 50-ms intervals (Fig. 2, G and H). The units shown in Fig. 2 were well synchronized to the stimuli, and the synchronization could be readily identified by eye. However, identification of units with weaker synchronization required the methods outlined in Data Analysis. Units were classified on the basis of their binaural properties (see Data Analysis), and their temporal patterns were analyzed to highlight different effects of the ipsilateral stimulus. Finally, we relate the binaural classifications to the observed temporal patterns.

Binaural Classification of Units

The binaural classification of the units was based upon changes in their spike count as the level of the ipsilateral stimulus was varied (Table 1). Of the 96 units recorded, 70 responded robustly throughout the stimulus to binaural stimulation (Table 1). Of the 70 units studied that responded to the dichotic harmonic complexes, 10 were classified as EE (14%), 23 were classified as EI (33%), and 37 were classified as EO (53%).

Synchronization to Fundamental Frequencies of Contra- and Ipsilateral Stimuli

An example of an EI unit that synchronized mainly to the contralateral stimulus when both ipsilateral and contralateral levels were 60 dB is shown in Fig. 3A: this unit, at these levels, fired time-locked responses at the peaks of the contralateral waveform but did not respond to the peaks of the ipsilateral waveform (Fig. 3G). This example shows strong phase locking to the f0 of the contralateral stimulus (Fig. 3B; vector strength of 0.95) but weak phase locking to the ipsilateral stimulus (Fig. 3C; vector strength of 0.20). In contrast, an example of an EE unit that synchronized to the f0s of both the contralateral and ipsilateral stimuli is shown in Fig. 3D. This unit, at these levels, fired time-locked responses at the peaks of both the contralateral waveform and the ipsilateral waveform (Fig. 3G) as is demonstrated by the clearly peaked period histograms (Fig. 3, E and F) and vector strengths of 0.41 and 0.33.

Across all units and stimulus levels there was a great deal of variability in phase locking (Fig. 4). The range in phase locking to the contralateral stimulus covered most possible values (median 0.6, interquartile range 0.3–0.9, full range 0.02–1.0 across all conditions), whereas the phase locking to the ipsilateral stimulus tended to be weaker but still had a wide range (median 0.1, interquartile range 0.04–0.2, full range 0–0.9 across all conditions).

Phase locking to the f0s of the waveforms at each ear varied systematically with the ipsi- and contralateral stimulus levels. In Fig. 5 the vector strengths for the units of Fig. 3 are shown for all level combinations. The EI unit illustrated in Fig. 3, A–C, is shown in Fig. 5, A and B, and the EE unit of Fig. 3, D–F, in Fig. 5, C and D. As the level of the ipsilateral stimulus was increased, the synchronization to the contralateral stimulus remained constant for the EI unit (Fig. 5A) and decreased for the EE unit (Fig. 5C) whereas the synchronization to the ipsilateral stimulus increased for both units (Fig. 5, B and D). A complementary effect occurred when the level of the contralateral stimulus was varied. As the level of the contralateral stimulus was increased, the synchronization to the contralateral stimulus increased (Fig. 5C) or remained constant (Fig. 5A) whereas the synchronization to the ipsilateral stimulus decreased (Fig. 5, B and D).
The effects in these two individual units were echoed across the population. Figure 6 shows the median vector strength (with interquartile ranges) across each of the binaural types in the same format as Fig. 5. There is a great similarity in trends shown for the EI population medians (Fig. 6, A and B) with those of the single-EI unit values shown in Fig. 5, A and B, and for the EE population (Fig. 6, E and F) with the single EE unit shown in Fig. 5, C and D. The EO trends (Fig. 6, C and D) are intermediate between the EI and EE trends. The interquartile ranges are large, which reflects the large variability in phase locking across IC units (Fig. 4); however, most units within each group exhibited the same trends. For EI and EO units phase locking to the contralateral stimulus did not vary with ipsilateral or contralateral level (Fig. 6, A and C; Table 2a). For EE units it appears that phase locking to the contralateral stimulus decreased as a function of ipsilateral level for contralateral levels of 50 dB and 60 dB (Fig. 6E); however, this was only significant at 60 dB (Friedman $P < 0.01$; Table 2a, left). Similarly, EE units phase locking to the contralateral stimulus appeared to increase as contralateral level increased (Fig. 6E); however, this was not significant (Table 2a, right). For all unit types phase locking to the ipsilateral stimulus increased as ipsilateral level increased (Fig. 6, B, D, and F; Friedman $P < 0.001$, Table 2b, left). A complementary effect whereby phase locking to the ipsilateral stimulus decreased as contralateral level increased is suggested for EE units (Fig. 6F) but was only significant at an ipsilateral level of 60 dB (Friedman $P < 0.01$; Table 2b, right).

Suppression of Contralateral Synchronization by Ipsilateral Stimulus

While vector strength can describe the response of units that synchronize to the ipsilateral stimulus, it does not capture the ipsilateral suppression of the response to the contralateral stimulus (Fig. 2, E and F). An example of a single unit that synchronized to the f0 of the contralateral stimulus and was suppressed by the ipsilateral stimulus is shown in Fig. 7. This
unit fired at regular intervals, ~8 ms apart, which corresponds to the peaks of the envelope of the contralateral stimulus (Fig. 7C). There was no excitatory response to the ipsilateral stimulus (Fig. 7C). When the peak of the envelope of the ipsilateral stimulus came slightly (~3 ms) before the peak of contralateral stimulus the response was reduced (Fig. 7, A and C); however, the response was not reduced at other times.

The modulation of the response to the contralateral stimulus by the ipsilateral stimulus is apparent when the data are replotted with respect to the difference in the timing between the peaks of the contralateral envelope and the ipsilateral envelope (Fig. 7C). This function (see Relative envelope peak interval function) shows the relationship between the spike count and the absolute time difference between the envelope peaks (in ms) of the two harmonic complexes (Fig. 7B). As shown in Fig. 7B, the response to the contralateral stimulus is inhibited when the peaks of the envelope of the ipsilateral stimulus precede it by ~1–2 ms. Again, this modulation must occur through binaural neural interactions, since the stimuli are presented to opposite ears.

For the unit in Fig. 7 the response modulation was dependent upon the relative stimulus levels between the ears (Fig. 8). When the level of the contralateral stimulus was 40 dB SPL and the ipsilateral stimulus was 60 dB SPL, there was a substantial amount of modulation (Fig. 8A). If the contralateral stimulus level was increased (Fig. 8A) or the ipsilateral stimulus level decreased (Fig. 8, A–C) the degree of modulation was reduced.

Across the population the response modulation was also dependent upon the relative stimulus levels between the ears (Fig. 9). This dependence occurred for all unit types, even though the effect of the ipsilateral stimulus on their spike count was different. The significance of the changes was tested with the Friedman test, and significance levels are reported in Table 3. As the ipsilateral stimulus level increased the average response modulation depth significantly increased for EI and EO types (Fig. 10, A and B; Table 3, left), but there was no significant change for EE types (Fig. 10C). The average response modulation depth significantly decreased if the contralateral stimulus level was increased for EI and EO types (Fig. 10, A and B; Table 3, right), but there was no significant change for EE types (Fig. 10C).

**Units That Responded When Waveform Envelope Peaks Were Coincident**

Five units that responded to a monaural stimulus, but gave very low binaural response (and thus included in the “monaural response, low binaural response” category, Table 1), responded over very restricted binaural conditions. An example of a single unit that responded only every 50 ms is shown in Fig. 11. This unit fired when the envelope peaks in the waveforms at the two ears were approximately coincident (Fig. 11, A and C). The relative envelope peak interval function in Fig. 11B shows the time window over which this facilitatory effect occurred. Two “EI” units also showed this kind of response.

**DISCUSSION**

While units in the IC can have complex responses to dichotic harmonic stimuli, there were several identifiable patterns in the responses. Units in the IC could synchronize to stimuli at either or both ears; synchronization to the contralateral stimulus could be suppressed by the ipsilateral stimulus; or responses

---

**Fig. 5.** Vector strengths of phase locking to the f0 of the contralateral stimulus (A and C) and the f0 of the ipsilateral stimulus (B and D) for the units shown in Fig. 3, A and B: EI unit shown in Fig. 2, C and D: EE unit shown in Fig. 2, C and D, and Fig. 3, D–F. Plots are shown as a function of ipsilateral level with contralateral level as the parameter: 60 dB, 50 dB, and 40 dB.

**Fig. 6.** Median vector strength of phase locking to the contralateral stimulus (A, C, and E) and the ipsilateral stimulus (B, D, and F) for EI units (A and B), EO units (C and D), and EE units (E and F). Plots are shown as a function of ipsilateral level with contralateral level as the parameter. Error bars show the interquartile ranges, and data points for different contralateral levels are offset from their true ipsilateral level for clarity: data points with a contralateral level of 40 dB are offset by ~1 dB and those with a contralateral level of 60 dB by +1 dB. No. of units of each type: EO = 37, EI = 23, and EE = 10.
could only occur when inputs from the two ears were coincident.

Many of the units (EO: 53%, 37/70) were excited by the contralateral ear but unaffected by changes in the level of the signal at the ipsilateral ear; this finding is consistent with those of Shackleton et al. (2009), who found that contralateral dominance increased with CF and that for units with CFs > 2 kHz the ipsilateral signal had little effect.

We identified two classes of units that were excited by both ears. In one (Figs. 3–6), the response appeared to be a summation of the input to both ears. In the other (Fig. 11), it was necessary for the input from each ear to be coincident in time for the unit to respond. The former can be described as “additive” and the latter as “multiplicative.” The additive units can largely be identified with the EE units defined by rate criteria, since they phase lock to both ears, but the degree of phase locking depends upon relative signal level (Fig. 6, E and F). While it has long been known that IC units can be driven by stimuli at either ear (EE units in the terminology of Irvine 1986), their function has often been attributed to spatial localization, and certainly at low frequencies these are the units that are sensitive to interaural time delays (ITDs) (see for example McAlpine et al. 1996, 2001). We did not measure envelope ITD sensitivity, so we cannot say whether the additive units

<table>
<thead>
<tr>
<th>Classification</th>
<th>Contralateral Level, dB</th>
<th>P Value</th>
<th>n</th>
<th>Holm-Bonferroni FWER</th>
<th>Ipsilateral Level, dB</th>
<th>P Value</th>
<th>n</th>
<th>Holm-Bonferroni FWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Phase locking to contralateral stimulus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI</td>
<td>60</td>
<td>0.73</td>
<td>22</td>
<td></td>
<td>60</td>
<td>0.0099</td>
<td>21</td>
<td>†</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.88</td>
<td>23</td>
<td></td>
<td>50</td>
<td>0.3</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.73</td>
<td>22</td>
<td></td>
<td>40</td>
<td>0.26</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>EO</td>
<td>60</td>
<td>0.11</td>
<td>30</td>
<td></td>
<td>60</td>
<td>0.52</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.084</td>
<td>27</td>
<td></td>
<td>50</td>
<td>0.49</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.54</td>
<td>21</td>
<td></td>
<td>40</td>
<td>1</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>EE</td>
<td>60</td>
<td>0.00068</td>
<td>10</td>
<td>‡</td>
<td>60</td>
<td>0.5</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.014</td>
<td>10</td>
<td></td>
<td>50</td>
<td>0.12</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.5</td>
<td>10</td>
<td></td>
<td>40</td>
<td>0.12</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>b. Phase locking to ipsilateral stimulus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI</td>
<td>60</td>
<td>2.4 × 10⁻⁰⁴</td>
<td>22</td>
<td>§</td>
<td>60</td>
<td>0.0074</td>
<td>21</td>
<td>†</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.5 × 10⁻⁰⁷</td>
<td>23</td>
<td>§</td>
<td>50</td>
<td>0.023</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>1.9 × 10⁻⁰⁴</td>
<td>22</td>
<td>§</td>
<td>40</td>
<td>0.26</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>EO</td>
<td>60</td>
<td>2.8 × 10⁻⁰⁷</td>
<td>30</td>
<td>§</td>
<td>60</td>
<td>0.041</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>3.8 × 10⁻⁰⁶</td>
<td>27</td>
<td>§</td>
<td>50</td>
<td>0.11</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>1.3 × 10⁻⁰⁵</td>
<td>21</td>
<td>§</td>
<td>40</td>
<td>0.03</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>EE</td>
<td>60</td>
<td>1.1 × 10⁻⁰⁴</td>
<td>10</td>
<td>§</td>
<td>60</td>
<td>0.00068</td>
<td>10</td>
<td>‡</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>3.7 × 10⁻⁰⁴</td>
<td>10</td>
<td>§</td>
<td>50</td>
<td>0.014</td>
<td>10</td>
<td>†</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>3.0 × 10⁻⁰⁴</td>
<td>10</td>
<td>§</td>
<td>40</td>
<td>0.0082</td>
<td>10</td>
<td>†</td>
</tr>
</tbody>
</table>

Left: vector strengths were ranked across ipsilateral level (i.e., along the lines joining points in Fig. 6) and separate tests run for each contralateral level and binaural type. Right: vector strengths were ranked across contralateral level. A Holm-Bonferroni correction was applied separately to each group of 9 tests to determine significance. n, No. of units included in each test. Holm-Bonferroni familywise error rate (FWER): †P < 0.1, ‡P < 0.01, §P < 0.001.

Fig. 7. A: dot raster of a 100-ms portion of a unit’s [characteristic frequency (CF) ~ 9 kHz] response to simultaneously presented ipsilateral (60 dB SPL) and contralateral (40 dB SPL) harmonic complexes. The response is shifted to align with the stimulus in C. B: the response to the stimulus is replotted by the time difference between the peaks of the envelopes of the contralateral 125 Hz stimulus and the ipsilateral 145 Hz stimulus, creating a relative envelope peak interval function (described in MATERIALS AND METHODS). C: stimulus waveforms at contralateral and ipsilateral ears. Short lines show when the peaks in the ipsilateral stimulus lead those in the contralateral stimulus by ~1–2 ms.
We found a class of units that were excited by the contralateral ear and suppressed by the ipsilateral in a phasic manner (Figs. 7–10). We cannot from the data here unequivocally ascribe this effect to inhibition, and we use the more neutral term “suppression.” Indeed, it is likely that a large number of suppressed responses are due to refractory intervals in units locking to the stimuli at both ears. EE units phase locked to the ipsilateral stimulus across several conditions (Fig. 6F), so this is likely to be the case for them. However, even when EI units phase locked their phase locking to the ipsilateral stimulus tended to be very low (Fig. 6B), so this suppression is more likely to be inhibition. We can define a class of “subtractive” units that can largely be identified with the EI units, since these locked well to the contralateral stimulus but poorly to the ipsilateral (Fig. 6, A and B) and were suppressed in a phasic manner (Fig. 10).

It is possible that suppression in the IC in EI units could result from tonic or phasic processes; however, metrics based purely upon spike counts cannot distinguish between them. Indeed, Batra et al. (1993) found, using high-frequency sinusoidally amplitude-modulated (SAM) tones, many units that were suppressed by a narrow range (as low as 500 μs) of envelope ITDs. However, since they reported only spike counts it is not clear whether the suppression was constant throughout the response or was locked to any phase of the envelope. In contrast, here we clearly show a suppression that is locked to a phase of the envelopes (phasic), with a temporal extent of ~1–3 ms. It is worth noting that this “phasic” suppression repeats throughout the duration of the stimulus, i.e., it occurs every time that a precise phase of the envelope occurs. As demonstrated in Figs. 7 and 8, responses to envelope peaks of the contralateral stimuli that occurred slightly after the ipsilateral stimulus were suppressed. The reduction of the contralateral response generally occurred at interaural time differences between the envelope peaks (Fig. 7) that favored ipsilateral space (similar to the results from Batra et al. 1993), and the response modulation was greater when the interaural level differences (ILDs) favored ipsilateral space (Figs. 8–10).

In this report we concentrate on sustained responses; however, the complex nature of the stimulus evokes a higher percentage of sustained responses compared with studies using less complex stimuli. The classic definition of IC cell responses were ITD sensitive, but it is highly likely that the multiplicative units were. The multiplicative units were the only ones that clearly signaled the difference frequency (20 Hz) between the signals at the two ears.

Fig. 8. Relative envelope peak interval functions for the unit in Fig. 7 for all stimulus levels. In each panel the ipsilateral stimulus level was constant (shown at bottom of plots) and the contralateral level changed from 40 to 50 and 60 dB SPL. A: ipsilateral level 60 dB. B: ipsilateral level 50 dB. C: ipsilateral level 40 dB.

Fig. 9. Histograms of the modulation of the envelope peak interval function for all units for EI (A), EO (B), and EE (C) binaural unit types. Contralateral levels are shown at top of plots and are the same within each column. Ipsilateral levels are shown at right of plots and are the same within each row. Each panel is scaled so the y-axis corresponds to half the total number of units of that type (EO = 37, EI = 23, and EE = 10).
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(transient, pauser, etc.; Irvine 1986; Nuding et al. 1999) cannot be directly related to the response to complex stimuli, such as mistuned harmonic complexes (Sinex et al. 2002) or double harmonic complexes (Sinex and Li 2007). Many of the IC cells that do not have a sustained response to pure tones, noise, or even a single harmonic complex have a sustained response to mistuned or double harmonic complexes (Sinex et al. 2002; Sinex and Li 2007).

Comparison with Previous Physiological Studies on Harmonic Complexes

A previous study examined the representation of monaural double harmonic complexes when only a few components occurred in the tuning curve of the cell (Sinex and Li 2007). In this report we examined the representation of dichotic double harmonic complexes when many harmonic components occur in the tuning curve of the cell. These two studies can be thought of as complementary, since they are examining the response of different populations of cells and different mechanisms in response to a double harmonic complex. In Sinex and Li’s (2007) study the response of the IC cells to the monaural double harmonic complexes could be explained by the interaction of a few components that occurred within the tuning curve of the cell. This report demonstrates that there are binaural interactions of the envelopes of harmonic complexes presented to the opposite ear.

Monaural and Binaural Processing of Harmonic Complexes

By comparison with previously published data, the present report demonstrates a significant difference between the processing, within an auditory filter, of monaural and binaural signals that consist of multiple harmonic stimuli. When two harmonic complexes, with different f0s, were presented to a single ear, the envelope of both harmonic complexes was well represented in the response pattern of the majority cells in the contralateral IC (Nakamoto et al. 2010; Sinex and Li 2007). However, when the harmonic complexes were presented to opposing ears, many of the cells in the IC responded only to the stimulus in the contralateral ear and in some cells this response was reduced by the stimulus in the ipsilateral ear. Put more succinctly, the contrast between monaural and binaural presentation of multiple harmonic complexes is a contrast between the two envelopes represented in a single IC and the generation of additional representations of each envelope represented separately in one of the two ICs.

We have shown that there are clearly different response types in the IC, which may represent different “streams” of information. What can be said about the functional implications of these different response types? The most important fact is that the responses are all phase locked in some degree to the stimulus. Although there is modification in the response, they cannot be said to have encoded a feature of the stimulus like its pitch.

Many of the units are dominated by the response to the stimulus in the contralateral ear insofar as they phase lock strongly to the contralateral stimulus but poorly to the ipsilateral (Fig. 6, A–D). These appear mainly to be those identified as EI and EO units by rate criteria. These units appear to be operating only as relays for monaural information.

Additive, EE, units (Figs. 3–6) integrate the envelopes at operating only as relays for monaural information. The integration of envelopes is illustrated in Fig. 12. Figure 12, top,

### Table 3. Friedman test on modulation depth of relative envelope peak interval function

<table>
<thead>
<tr>
<th>Classification</th>
<th>Contralateral Level, dB</th>
<th>P Value</th>
<th>n</th>
<th>Holm-Bonferroni FWER</th>
<th>Ipsilateral Level, dB</th>
<th>P Value</th>
<th>n</th>
<th>Holm-Bonferroni FWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI</td>
<td>60</td>
<td>0.00014</td>
<td>22</td>
<td>§</td>
<td>60</td>
<td>0.00066</td>
<td>19</td>
<td>§</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.000016</td>
<td>23</td>
<td>§</td>
<td>50</td>
<td>0.00051</td>
<td>19</td>
<td>§</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.00011</td>
<td>20</td>
<td>§</td>
<td>40</td>
<td>0.0075</td>
<td>19</td>
<td>*</td>
</tr>
<tr>
<td>EO</td>
<td>60</td>
<td>0.000018</td>
<td>25</td>
<td>§</td>
<td>60</td>
<td>0.0016</td>
<td>13</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.00024</td>
<td>21</td>
<td>§</td>
<td>50</td>
<td>0.0031</td>
<td>14</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.00027</td>
<td>15</td>
<td>*</td>
<td>40</td>
<td>0.046</td>
<td>14</td>
<td>*</td>
</tr>
<tr>
<td>EE</td>
<td>60</td>
<td>0.061</td>
<td>10</td>
<td></td>
<td>60</td>
<td>0.045</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.045</td>
<td>5</td>
<td></td>
<td>50</td>
<td>0.072</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.61</td>
<td>6</td>
<td></td>
<td>40</td>
<td>0.03</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

Left: response modulation depth was ranked across ipsilateral level (i.e., along the lines joining points in Fig. 10) and separate tests run for each contralateral level and binaural type. Right: response modulation depth was ranked across contralateral level. A Holm-Bonferroni correction was applied separately to each group of 9 tests to determine significance. n, No. of units included in each test. Holm-Bonferroni FWER: *P < 0.05, P < §0.01, P < §0.001.

Fig. 10. Median depth of modulation of the envelope peak interval function for EI (A), EO (B), and EE (C) binaural unit types. Error bars show the interquartile ranges. Plots are shown as a function of ipsilateral level with contralateral level and binaural unit type as the parameters. Data points for different contralateral levels are offset from their true ipsilateral level for clarity: data points with a contralateral level of 40 dB are offset by –1 dB and those with a contralateral level of 60 dB by +1 dB. Number of units of each type: EO = 37, EI = 23, and EE = 10.
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shows the waveform envelopes that were presented to each ear separately, plotted together over 50 ms. In an environment with multiple complex sounds the “additive” units (Fig. 12, middle) synchronize to the envelopes at both ears, with the degree of synchronization to the stimulus at each ear dependent on the level at each ear (Fig. 3–6) and favoring the higher-level stimulus. These units are therefore forming a binaurally fused representation of the stimulus.

“Subtractive”, EI, units synchronized to the contralateral stimulus and were suppressed by the ipsilateral stimulus in a phasic manner (Figs. 7–10). As demonstrated in Figs. 7 and 8, responses to envelope peaks of the contralateral stimuli that occurred slightly after the ipsilateral stimulus were suppressed. In a natural environment different stimuli with complex spectra likely arise from different spatial positions, and the high-frequency parts of the signal arriving at each ear would be dominated by the sound source closest to that ear because propagation through the air leads to greater attenuation of higher than lower frequencies (p. 224, Kinsler et al. 2000; Stokes 1845). For sources near the head, the closer and farther sources could also be distinguished by means of ILDs due to head shadowing (Brungart and Rabinowitz 1999). Units in both ICs would synchronize to their respective contralateral stimulus (Fig. 12), and, across the population, responses to peaks of the stimuli that had phases and ILDs that favored ipsilateral space would be reduced, in essence achieving a partial segregation of the sounds or perhaps improving the signal-to-noise ratio for the contralateral stimulus.

Two aspects of the IC responses to binaurally presented harmonic complexes appear relevant to psychophysical findings: the differential representation across the ICs and the modulation of the responses by ipsilateral input. There is a significant improvement in speech comprehension when distracters are in the opposite hemifield as opposed to the same hemifield (Hawley et al. 1999). Although an opposite hemifield configuration would provide more localization information because of the position of the ears (e.g., Reijniers et al. 2014), this advantage may be enhanced by the ascending auditory system: presentation in opposing hemifields would lead to preferential processing in the contralateral ICs. We would predict that there is a substantial, qualitative, difference between processing of stimuli at midline (where the signal would be equally represented in both ICs) and stimuli presented away from midline (where the signal would be represented primarily...
in one IC). In a binaural presentation each envelope is primarily represented in a separate IC. However, because of the ipsilateral modulation, they are not independent of each other, i.e., sounds presented to opposing ears are not independently processed. There are many situations in which humans cannot listen solely to one ear; sounds presented to the opposing ear can interfere with perception (pitch discrimination interference: Gockel et al. 2009; contra-aural interference: Shub et al. 2008). In addition, the ability to compare the signals between the ears can increase discrimination (Hirsh 1948; MacKeith and Coles 1971). Potentially, the ipsilateral modulation of contralateral responses could be related to the interference noted in psychophysical studies.

**Representation of Pitch of Dichotic Stimuli in IC**

Psychophysical studies have demonstrated that the percept of the pitch of a harmonic complex is independent of the distribution of individual resolved harmonics between the ears (Beerends and Houtsma 1986; Culling and Summerfield 1995; Darwin and Hukin 1999; Woods and Colburn 1992). This indicates that there exists a binaural neural site at which the components between the two ears are analyzed together. Previous studies have suggested that this may not occur at the level of the IC (Shackleton et al. 2009). However, this was not a very strong conclusion. Shackleton et al. (2009) alternated the components of a harmonic complex between the ears. It was argued that integration across the ears would result in a representation of the f0 of the entire stimulus in the IC response. On the other hand, nonintegration would result in a representation with 2f0, corresponding to the envelope or the spacing between harmonics at an individual ear. Units in the IC responded predominantly at 2f0. However, most of the units were of high CF, so many harmonics interacted within their response areas. This also means that many harmonics interacted within the response areas of the auditory nerve fibers that, through a chain of connections, supply input to these IC units. Consequently, the response of the auditory nerve fibers would also have an envelope corresponding to 2f0. In order for the IC units to produce a response at f0, it would require alternate waveform peaks of the auditory nerve fibers’ responses to cancel and reinforce (as they would in the acoustic signal). Thus IC units that either synchronize to the stimuli at both ears or are inhibited by an ipsilateral stimulus would respond at 2f0, and could not produce a response at f0. However, the psychophysical results of Bernstein and Oxenham (2003) suggest that in the region of CFs and f0s used in the Shackleton et al. (2009) study, integration between the ears is not necessary. Thus Shackleton et al. (2009) do not adequately address the issue of integration between the ears. The present study clearly shows that this integration is present within the IC in units similar to the high-CF units studied in the Shackleton et al. (2009) study.

**Summary**

We have shown that high-CF (>2 kHz) units in the IC phase lock to the temporal envelope of a binaural harmonic stimulus with varying degrees of binaural interaction. These units emphasize different features of the stimulus and so could be described as representing different streams of information. Many of the units are dominated by the response to the stimulus in the contralateral ear. Another group synchronized to the contralateral stimulus and were suppressed by the ipsilateral stimulus in a phasic manner. These might act to emphasize a sound in the contralateral hemifield by subtracting the “cross talk” from the ipsilateral hemifield, although it is not clear how this would work in practice. A third group synchronized to the stimuli at both ears and would thus appear to form an ILD-weighted integration of information from both ears. A final group only responded when the waveform peaks from each ear coincided and are thus likely to carry information about the envelope interaural time difference, a cue for sound localization. It is unlikely that this group is carrying information about the periodicity of the stimulus, but it may carry information about its location.
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