Infraslow EEG activity modulates cortical excitability in postanoxic encephalopathy
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van Putten MJAM, Tjepkema-Cloostermans MC, Hofmeijer J. Infraslow EEG activity modulates cortical excitability in postanoxic encephalopathy. J Neurophysiol 113: 3256–3267, 2015. First published February 18, 2015; doi:10.1152/jn.00714.2014.—Infraslow activity represents an important component of physiological and pathological brain function. We study infraslow activity (<0.1 Hz) in 41 patients with postanoxic coma after cardiac arrest, including the relationship between infraslow activity and EEG power in the 3–30 Hz range, using continuous full-band scalp EEG. In all patients, infraslow activity (0.015–0.06 Hz) was present, irrespective of neurological outcome or EEG activity in the conventional frequency bands. In two patients, low-amplitude (10–30 μV) infraslow activity was present while the EEG showed no rhythmic activity above 0.5 Hz. In 13/15 patients with a good outcome and 20/26 patients with a poor outcome, EEG power in the 3–30 Hz frequency range was correlated with the phase of infraslow activity, quantified by the modulation index. In 9/14 patients with burst-suppression with identical bursts, phase-locked to the infraslow oscillations. This is substantiated by a simulation of burst-suppression in a minimal computational model. Infraslow activity is preserved in postanoxic encephalopathy and modulates cortical excitability. The strongest modulation is observed in patients with severe postanoxic encephalopathy and burst-suppression with identical bursts. Infraslow fluctuations; EEG; postanoxic coma; burst-suppression

CLINICAL EEG TYPICALLY RECORDS signals in the 0.1–70 Hz frequency range. However, brain rhythms include activity below 0.1 Hz and far above 70 Hz (Helps et al. 2008; Vanhatalo et al. 2005; Zelmann et al. 2014).

Voltage fluctuations below 0.1 Hz are known as infraslow activity and can be recorded with full-band EEG equipment or systems with a lower frequency limit of at least 0.1 Hz (Rodin et al. 2014). Infraslow activity may have a (nearly) periodic character, resulting in infraslow oscillations. Infraslow activity may be viewed as part of the natural spectrum of rhythmic changes in excitability of neuronal networks and represents an important component of physiological and pathological brain function (Hughes et al. 2011; Ko et al. 2011; Lörincz et al. 2009; Rodin et al. 2014; Schroeder and Lakatos, 2009; Vanhatalo et al. 2004).

Infraslow activity of the neocortex was first reported by Aladjalova in 1957 in rabbits. She recorded rhythms with frequencies of 0.01–0.1 Hz (Aladjalova 1957). The notion of infraslow activity as a modulator of cortical excitability was stressed by her observation of faster oscillations phase-locked to the positive phases of the 0.1 Hz rhythms (Aladjalova 1957).

More recently, in humans, the amplitude of EEG at 1–100 Hz was shown to correlate with the instantaneous voltage in the frequency range 0.02–0.2 Hz, and during sleep K-complexes and interictal epileptiform discharges occurred more often at particular phases of the infraslow activity (Vanhatalo et al. 2004). Also, task performance correlated with infraslow EEG fluctuations: stimulus detection probability was 55% larger in the rising than the falling phase of an infraslow fluctuation cycle (Monto et al. 2008). In a study in patients under moderate and deep anesthesia, during nonpulsatile cardiopulmonary bypass surgery, infraslow activity of ~0.06 Hz was observed as well. This was correlated with changes in total EEG power and accompanied by oscillations of the middle cerebral blood flow velocity with similar frequency (Zanatta et al. 2013).

There is a close frequency correspondence between infraslow electrical activity and the changes in resting-state BOLD signal, including the default-mode network (Raichle et al. 2001), where oscillations in the resting-state blood oxygenation level-dependent signal (BOLD) signal with frequencies below 0.1 Hz are a consistent finding (Fox and Raichle 2007; Ko et al. 2011; Rosazza and Minati 2011). This suggests a close linkage, which is indeed supported by various studies. For instance, infraslow components of the local field potentials, as recorded in rat, exhibit correlation with the spontaneous BOLD signal at the recording site (Pan et al. 2013). Spontaneous BOLD signals and slow cortical potentials in humans were also correlated using electrocorticography (He et al. 2008).

In another study involving human subjects, combined EEG/functional MRI (fMRI) during sleep showed correlations between power in the infraslow EEG band and the BOLD signal (Picchioni et al. 2012). Infraslow scalp EEG fluctuations were also correlated with resting state network dynamics using fMRI under task-free conditions (Hiltunen et al. 2014). In this latter study, it was found that independent components of spontaneous infraslow EEG fluctuations were selectively correlated with fMRI-BOLD signals in specific resting-state networks. This recent literature strongly supports the notion that infraslow EEG activity is directly associated with endogenous fluctuations in neuronal activity levels, recorded with fMRI. As the BOLD signal reflects changes in metabolic demand and infraslow activity presumably modulates neuronal activity, which is also accompanied with changes in energy consumption, both appear to reflect a common phenomenon: slow
modulations of cortical neuronal activity that waxes and wanes across widespread spatial scales.

The mechanisms that cause low-frequency fluctuations remain poorly understood. Aladjalova (Aladjalova 1964) has shown that cortical slabs without any subcortical input can generate infraslow activity. More recently, involvement of subcortical structures, in particular the thalamus, has been proposed (Hughes et al. 2011; Lörincz et al. 2009). For example, oscillations at 0.005 to 0.25 Hz were measured in nuclei of the dorsal thalamus in rats (Albrecht and Gabriel 1994; Albrecht et al. 1998) and in anesthetized guinea pigs in vivo (He 2003). Also, oscillations at 0.005–0.1 Hz were recorded in individual thalamocortical neurons in slices of cat sensory thalamic nuclei. Here, activity was controlled by the ATP-derived adenosine from glial cells, interacting with the A1 receptor on the thalamocortical neurons (Hughes et al. 2011; Lörincz et al. 2009; Parri et al. 2001; Parri and Crunelli 2001).

The generation of infraslow activity may involve additional mechanisms, e.g., nonneuronal sources, including glia cells, or the blood brain barrier (Amzica and Steriade 2000; Vanhatalo et al. 2004; Voipio et al. 2003).

We study infraslow activity in patients with varying degrees of a postanoxic encephalopathy. Previously, we have shown that in these patients irreversible brain damage is associated with persistent isoelectric or severely depressed EEG activity (Cloostermans et al. 2012; Tjepkema-Cloostermans et al. 2015). In some patients, isoelectric recordings were intermixed with stereotypical bursts, resulting in “burst-suppression with identical bursts” (Hofmeijer et al. 2014b), that may appear in clusters. We hypothesize that infraslow activity modulates cortical excitability and that these burst-clusters are phaselocked to infraslow oscillations. Our observations are supplemented with simulations of burst-suppression in the absence and presence of infraslow oscillations in a minimal mathematical model.

METHODS

Since 2011, all patients with postanoxic coma after cardiac arrest submitted to our intensive care unit (ICU) are routinely monitored with continuous EEG. EEG is recorded starting as soon as possible after patients’ arrival in the ICU typically within 24 h after ICU admission and continued for 2–3 days or until discharge from the ICU. EEG monitoring is part of routine clinical care. Informed consent for recording and follow-up was waived by the institutional review board. In part, data from some patients were used in previous publications, reporting on the prognostic value of EEG in patients with a postanoxic encephalopathy (Cloostermans et al. 2012), including EEG burst-suppression with identical bursts (Hofmeijer et al. 2014b).

Full-band EEG recording. All EEGs were recorded with a Neurocenter EEG system (Clinical Science Systems) with a TMS-i DC-coupled amplifier and active shielding technology (TMS-international) using 21 silver-silverchloride cup electrodes at the standard 10/20 recording position. Sampling frequency was set to 256 Hz. Data were digitized with 24 bit but stored to disk in 16 bit EDF+ format. In 2013, we implemented the method described in Kemp et al. 2010 that allows storage of full-band (24 bits) EEG data into standard EDF+ format. All patients included in the current study had their EEGs processed by this method.

Treatment. Patients were treated according to current standard therapy, as described previously (Cloostermans et al. 2012). In short, patients were mechanically ventilated, and mild therapeutic hypothermia of 33°C was induced as soon as possible after the arrest and maintained for 24 h by intravenously administered cold saline and cooling pads. Propofol or midazolam was used for sedation to a level of 4–5 on the Richmond agitation sedation scale and discontinued after normothermia had been reached, if possible. Fentanyl or Remifentanil was used against shivering. In one patient therapeutic hypothermia was not possible. After sedation was stopped and normothermia was reached, treatment was discontinued if the somatosensory-evoked potential after stimulation of the median nerve was bilaterally absent. Other reasons for treatment withdrawal included insufficient neurological recovery after 4–7 days and nonneurological complications.

Clinical outcome. The primary clinical outcome measure was the best score on the cerebral performance category (CPC) within 6 mo dichotomized between “good” (CPC 1 or 2) and “poor” (CPC 3, 4, or 5). The CPC scores were assigned based on telephone interviews by an experienced investigator (M. C. Tjepkema-Cloostermans) blinded to the EEG at 3 and 6 mo. Secondary outcome measures included mortality (Cloostermans et al. 2012).

Analysis of full-band EEG. We visually classified EEG patterns in isoelectric recordings, low-voltage (<20 μV), burst-suppression with and without identical bursts, epileptiform activity, diffuse slowing, and (relatively) normal (dominant frequency 8–12 Hz and amplitudes >20 μV).

Bursts were considered identical if on visual inspection burst were identical and if the mean correlation coefficient of N subsequent bursts was larger than 0.75, as evaluated from all possible cross-correlations of the 0.5 · (N − N) different bursts, setting the correlation length to 600 ms. For details, we refer to (Hofmeijer et al. 2014b).

Infraslow activity was evaluated for the whole duration of the EEG recording in a single bipolar montage F3-C3 with band-pass filter settings 0.01–0.1 Hz. Maximum amplitudes of the infraslow activity were estimated from the mean value of the envelope, using the Hilbert transform. Infraslow activity was considered present in a 10 min epoch if the mean peak-to-peak amplitude was larger than 10 μV. The average frequency of the infraslow activity was estimated from the mean value of the zero-crossings of the autocorrelation. If the standard deviation of the zero-crossings was less than 25%, we considered the infraslow activity periodic.

To quantify phase-amplitude coupling in 10 min epochs of EEG (including bursts) to infraslow activity, we use the method by Tort et al. (Tort et al. 2010). We first estimate the phase φ of infraslow activity, after filtering in the frequency range 0.01–0.1 Hz in steps of 0.0025 Hz with a bandwidth of 0.005 Hz, using the Hilbert transform. The mean amplitude of EEG activity is obtained from the absolute value of the Hilbert transform, for all frequencies in the range 0.5 · (N − N) different bursts, setting the correlation length to 600 ms. For details, we refer to (Hofmeijer et al. 2014b).
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The values of $k_i$ with $x \in a$, $d$, $s$ define the steepness of the sigmoid, while at values $\theta_x$ with $x \in a$, $d$, $s$ half-activation occurs, since $x_i(\theta_x)$. If the network shows high (low) activity, the variables $d$ and $s$ decrease (increase).

The slow system that induces the depression $s$ essentially shifts the fast subsystem from one state to the other periodically, resulting in a burst-suppression pattern. At which value of $x$ the bifurcations occur depends on the steady-state activation curves of the fast subsystem.

We now add a slow external sinusoidal current to the network that represents an infraslow oscillation (ISO), resulting in a total current $I_{tot}$, given by

$$I_{tot} = a \cdot d \cdot s \cdot n + S \cdot \sin(2 \cdot \pi \cdot t / T)$$

ISO

with $S$ the amplitude of the modulating sinusoidal current and $T$ the period. We subsequently study the effect of this external current on the occurrence of the bursts, by replacing $I$ in Eq. 3 with $I_{tot}$. The amplitude $S$ of the imposed current was less than 10% of the total effective current, $I_{tot}$. Parameter values were similar to the values used by Tabak et al., and are presented in Table 1. The model equations were implemented within XPPAUT (freely available software by G. B. Ermentrout, http://www.math.pitt.edu/~bard/xpp/xpp.html), setting the time step $dt = 0.2$. For further details we refer to (Tabak et al. 2000; van Putten and van Putten 2010).

RESULTS

Full-band EEG recordings from all 41 patients were included. Continuous EEG monitoring was started at a median of 10 h (interquartile range 11.7 h, range 2.5–76 h) after cardiac arrest. Fifteen patients (37%) had a good outcome. All patients with a poor outcome died. Characteristics of the included patients are summarized in Table 2.

Incidence of infraslow activity. Infraslow activity defined as EEG activity in the 0.01–0.1 Hz range with peak amplitudes larger than 5 μV was present in all postanoxic patients, irrespective of outcome. The durations varied, with an average of 88% of the recording time. Maximum amplitudes of the infraslow activity ranged from 5 to 150 μV and were, on a group level, not statistically significantly different between patients with poor and good outcome ($P < 0.11$). However, maximum amplitudes larger than 35 μV were only observed in

Table 2. Baseline characteristics, cause of cardiac arrest, and treatment

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, $n$</td>
<td>41</td>
</tr>
<tr>
<td>Men, $n$</td>
<td>28 (68.3%)</td>
</tr>
<tr>
<td>Good neurological outcome</td>
<td>15 (36.6%)</td>
</tr>
<tr>
<td>Age, yr</td>
<td>59.6 ± 13.4</td>
</tr>
<tr>
<td>OHCA</td>
<td>33 (80.5%)</td>
</tr>
<tr>
<td>Initial rhythm</td>
<td></td>
</tr>
<tr>
<td>VF</td>
<td>20 (48.8%)</td>
</tr>
<tr>
<td>Asystole</td>
<td>15 (36.6%)</td>
</tr>
<tr>
<td>Bradycardia</td>
<td>1 (2.4%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (12.2%)</td>
</tr>
<tr>
<td>Proopofol treatment</td>
<td>40 (97.6%)</td>
</tr>
<tr>
<td>Proopofol dosage, mg·kg⁻¹·h⁻¹</td>
<td>3.0 ± 1.0</td>
</tr>
<tr>
<td>Midazolam treatment</td>
<td>9 (22.0%)</td>
</tr>
<tr>
<td>Midazolam dosage, μg·kg⁻¹·h⁻¹</td>
<td>67.1 ± 32.6</td>
</tr>
<tr>
<td>Fentanyl treatment</td>
<td>28 (68.3%)</td>
</tr>
<tr>
<td>Fentanyl dosage, μg·kg⁻¹·h⁻¹</td>
<td>1.6 ± 0.7</td>
</tr>
<tr>
<td>Remifentanil treatment</td>
<td>13 (31.7%)</td>
</tr>
<tr>
<td>Remifentanil dosage, μg·kg⁻¹·h⁻¹</td>
<td>5.3 ± 3.1</td>
</tr>
</tbody>
</table>

Data are presented as number (%) or means ± SD. OHCA, out of hospital cardiac arrest; VF, ventricular fibrillation; dosage indicates maximum dosage within the first 24–48 h.

The network is self-excitatory, where the output of the excitatory neurons, with activity $a$, is fed back to the cells, where the amount of feedback depends on the connectivity, $n$. At the synaptic level, feedback is modulated by a fast depression, $d$, and a slow depression, $s$. This results in an input current, $I$, to the cells in the network

$$I = a \cdot b \cdot s \cdot n. \quad (3)$$

Two equations describe the burst dynamics, i.e., the network activity, $a$, with time constant, $\tau_a$, and a fast depression, $d$, with time constant $\tau_d$. One equation describes the slow modulation or depression, $s$, with time constant $\tau_s$. The equations are

$$\tau_a \frac{da}{dt} = a_n(I) - a$$

$$\tau_d \frac{dd}{dt} = d_n(a) - d$$

$$\tau_s \frac{ds}{dt} = s_n(a) - s \quad (4)$$

where the time constant $\tau_s \gg \tau_a + \tau_d$.

The steady-state activation curves $a_n$, $d_n$, and $s_n$ are approximated by the Boltzmann functions

$$a_n(I) = 1 / [1 + \exp(-(I - \theta_a) / k_a)]$$

$$d_n(a) = 1 / [1 + \exp((a - \theta_d) / k_d)]$$

$$s_n(a) = 1 / [1 + \exp((a - \theta_s) / k_s)]. \quad (5)$$

Statistical significance of the MI was evaluated by random assignment of $a_{dis}$ to each phase bin. By repeating this procedure for 100 times, we created surrogate MI, where the significance threshold was set to the maximum surrogate value of these surrogates. As the MI is based on two particular signals, we can in principle estimate significance for each combination of two band-pass filtered signals. Here, we evaluate if significant modulation was present for infraslow EEG activity in the frequency range 0.01–0.1 Hz and EEG rhythms in the frequency range 3–30 Hz for all EEGs in our data set. All calculations were performed for nonoverlapping epoch lengths of 10 min, and filtering was performed using a first order zero-phase (Butterworth) filter in Matlab using the filtfit.m function (The Mathworks). For each epoch, we estimated the frequency and amplitude of the infraslow activity, the comodulogram and the MI.

Statistical analysis. For statistical analysis, we used R (R Development Core Team 2008). Between-group differences were evaluated with the Wilcoxon-test, wilcox.test, and linear regression using the function lm.

Modeling burst-suppression. To better understand the presumed modulation of burst-suppression patterns by infraslow activity, we use a minimal computational model to simulate burst-suppression. This model was initially proposed by Tabak et al. (Tabak et al. 2000) and describes the average activity of a neuronal population. The model consists of a fast system, with two stable states, resting or bursting, and a slow subsystem. The model generates identical bursts in an excitatory neuronal network with recurrent feedback and was also used to simulate burst-suppression in clinical EEGs from patients with postanoxic coma (van Putten and van Putten 2010).

Table 1. Parameter values used in the simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>1</td>
</tr>
<tr>
<td>$\tau_a$</td>
<td>1</td>
</tr>
<tr>
<td>$\theta_a$</td>
<td>0.18</td>
</tr>
<tr>
<td>$k_a$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\tau_d$</td>
<td>2</td>
</tr>
<tr>
<td>$k_d$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\theta_d$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>700</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>0.14</td>
</tr>
<tr>
<td>$k_s$</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Infraslow activity defined as

$$V = \text{ISO}$$

The steadystate activation curves $a_n$, $d_n$, and $s_n$ are approximated by the Boltzmann functions

$$a_n(I) = 1 / [1 + \exp(-(I - \theta_a) / k_a)]$$

$$d_n(a) = 1 / [1 + \exp((a - \theta_d) / k_d)]$$

$$s_n(a) = 1 / [1 + \exp((a - \theta_s) / k_s)].$$
patients with poor outcome. Infraslow activity was in the frequency range 0.015–0.06 Hz, similar for both groups ($P < 0.31$). Examples are presented in Fig. 1. Note the very small amplitude of the EEG with conventional filter settings in Fig. 1, B and C, while infraslow activity is preserved, with amplitudes up to 150 $\mu$V. In many recordings, infraslow activity was temporarily periodic, resulting in infraslow oscillations. Two examples of the time course of the amplitude and frequency of infraslow activity are presented in Fig. 2.

**Phase-amplitude coupling.** Phase-amplitude coupling between the infraslow activity and EEG rhythms in the frequency range 3–30 Hz was estimated in all patients. In most patients with good (13/15) or bad (20/26) outcome, the MI was significant during the first 48 h after resuscitation, but durations of modulation varied from one to several hours. Although no group differences were found for the maximum values of the MI ($P < 0.27$), the maximum value for the MI in patients with good outcome was MI = 0.016. In all patients with MI >
outcome was poor. There was no correlation between the maximum amplitude of the infraslow activity and the MI in patients with a good outcome ($R = 0.0001$, $P > 0.9$), whereas a modest, but statistically significant, correlation in patients with a poor outcome was found ($R = 0.59$, $P < 0.01$). Maximum amplitude and frequency of the infraslow activity and the MI are further summarized in Fig. 3.

**Infraslow activity and burst-suppression with identical bursts.** We identified 14 patients (34%) showing burst-suppression with identical bursts. EEG patterns often evolved from low-voltage or isoelectric EEG recordings, as exemplified in Fig. 4. Burst-suppression with identical bursts was invariably a transient pattern, with duration of 1.5–22 h, changing to burst-suppression without identical bursts, generalized periodic discharges or diffuse slowing.

In nine patients, bursts were phase-locked, where the maximum value of the MI ranged from 0.02 to 0.31. In these patients, infraslow activity was periodic for several hours (except in patient 047, where periodicity was limited to 10–20 min), resulting in infraslow oscillations. In these patients, the bursts appeared as clusters. Additional details of these patients are shown in Table 3. Four examples of the time-series are presented in Fig. 5. The inserts show details of the bursts that have identical shapes. In five patients, bursts were not clustered and infraslow activity was not periodic.

In patients with burst-suppression with identical bursts and phase-locking of bursts to infraslow activity, phase-locking was always a transient phenomenon, present for several hours. The temporal evolution of EEG activity in a patient with burst-suppression with identical bursts is illustrated in Fig. 6, together with three exemplary comodulograms and corresponding values of the MI.

**Simulations.** We assessed if the introduction of a slow oscillatory current in a minimal computational model for burst-suppression with identical bursts could induce clustering of bursts. The model, without an external current, generates burst-suppression patterns where the bursts are identical and appear regular, as reported previously (Tabak et al. 2000; van Putten and van Putten 2010). The slow subsystem induces the depression, $s$, that shifts the fast subsystem, responsible for burst-generation, from one state to the other, i.e., bursting or not: if the value of $s$ becomes sufficiently large, bursting starts, and when it becomes sufficiently small, bursting ends (Fig. 7, top middle).

During the interburst interval, the period of low activity, there is a slow increase of $s$ and $a$, while $d$ will slightly decrease, where the change of $a$ and $d$ are at the same pace of
s because the time constant \( \tau_s \approx \tau_c \). The actual values of s that determine the initiation or the ending of bursting are defined by the steady-state activation curves of the fast subsystem. The bifurcation diagram is shown in Fig. 8, and the hysteresis loops are shown in Fig. 9. By adding a small external oscillatory current, bursts appear in clusters, which are correlated with the phase of the external current. These two simulations are illustrated in Fig. 7, bottom.

Phase-locking to the external input essentially results from slowly changing the threshold for which the self-excitatory input to the network, \( I = n s d a \), results in bursting or not, which mainly depends on s. Therefore, the external current changes the regime of s where bursting occurs. A negative current shifts the regime upward, while a positive current produces the opposite effect. As the thresholds for bursting have become variable now, defined by the phase of the external current, clusters of bursts can appear, as shown in Fig. 7, bottom. In this example, bursts cluster in triplets, where the burst duration and number of phases per burst gradually shorten from six to four (Fig. 9, bottom right).

**DISCUSSION**

Using full-band EEG recordings we show that infraslow activity is preserved in patients with postanoxic coma after cardiac arrest. In most patients, power of the EEG in the frequency range 3–30 Hz was modulated by the infraslow activity for variable durations in the first 48 h after cardiac arrest, quantified with the MI. In patients with burst-suppression with identical bursts, we often observed burst clusters that were correlated with the phase of the infraslow oscillations. We simulate this phenomenon in a minimal computational model, using a slowly varying external current as the infraslow

---

**Table 3. Overview of start of the EEG recording, the emergence (relative to time of cardiac arrest) and duration of the infraslow activity in 9 patients with burst-suppression with identical bursts that were strongly phase-locked with MI \( \geq 0.02 \) to infraslow oscillations, resulting in burst clusters**

<table>
<thead>
<tr>
<th>ID</th>
<th>Start EEG, h</th>
<th>Emergence, h</th>
<th>MImax</th>
<th>Dur, h</th>
<th>( f_{ISA} ), Hz</th>
<th>( A_{ISA} ), ( \mu V )</th>
<th>Propofol, mg kg(^{-1}) h(^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>025</td>
<td>14</td>
<td>14</td>
<td>0.08</td>
<td>7</td>
<td>0.02</td>
<td>90</td>
<td>3</td>
</tr>
<tr>
<td>029</td>
<td>16</td>
<td>20.5</td>
<td>0.13</td>
<td>2.5</td>
<td>0.02</td>
<td>120</td>
<td>3.7</td>
</tr>
<tr>
<td>035</td>
<td>4</td>
<td>5</td>
<td>0.10</td>
<td>4</td>
<td>0.03</td>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>041</td>
<td>16</td>
<td>19</td>
<td>0.08</td>
<td>1</td>
<td>0.03</td>
<td>15</td>
<td>2.3</td>
</tr>
<tr>
<td>043</td>
<td>11</td>
<td>16</td>
<td>0.08</td>
<td>22</td>
<td>0.04</td>
<td>50</td>
<td>4.8</td>
</tr>
<tr>
<td>047</td>
<td>9</td>
<td>27</td>
<td>0.02</td>
<td>14</td>
<td>0.03</td>
<td>20</td>
<td>2.2</td>
</tr>
<tr>
<td>048</td>
<td>4.5</td>
<td>24</td>
<td>0.15</td>
<td>10.5</td>
<td>0.02</td>
<td>75</td>
<td>2.7</td>
</tr>
<tr>
<td>050</td>
<td>17</td>
<td>17</td>
<td>0.12</td>
<td>1.5</td>
<td>0.02</td>
<td>40</td>
<td>3.3</td>
</tr>
<tr>
<td>071</td>
<td>10</td>
<td>13</td>
<td>0.31</td>
<td>6</td>
<td>0.01</td>
<td>150</td>
<td>4</td>
</tr>
</tbody>
</table>

One patient (025) was not treated with mild therapeutic hypothermia; another patient (047) also had a traumatic brain injury. MI, modulation index; Dur, duration; \( f_{ISA} \), frequency of the infraslow activity; \( A_{ISA} \), maximum amplitude of the infraslow activity.

Fig. 5. Examples of burst clusters and infraslow activity. Four examples, A–D, of burst-suppression patterns with identical bursts in postanoxic patients, where the burst frequency is correlated with the phase of the slow oscillations, resulting in clusters of identical bursts. We used 3 different filter settings: 0.5–35, 0.005–35, and 0.005–0.1 Hz. Infraslow activity ranges from \( \sim 0.01 \) to \( \sim 0.05 \) Hz. Right subpanels: 3 individual bursts; in each patient, bursts are nearly identical. Note, that in patients A and B, bursts cluster at the up-slope of the infraslow oscillation, and in patients C and D at the down-slope.
These observations suggest that infraslow activity modulates cortical excitability. The strongest modulation is observed in patients with a severe postanoxic encephalopathy and burst-suppression with identical bursts. In all patients with postanoxic coma, we were able to record infraslow activity, irrespective of outcome, with frequencies of 0.015–0.06 Hz and amplitudes from 5 to 150 μV. We remark that in some of the patients with low amplitude EEG (5–15 μV, see e.g., Fig. 1C), we cannot completely exclude spurious detection of infraslow activity due to narrow band filtering. However, this will not result in periodic infraslow oscillations, given the bandwidth of our filter.

In several patients, infraslow activity gradually appeared several hours after cardiac arrest (cf. Fig. 4), probably reflecting transient hypoxic/ischemic synaptic arrest (Hofmeijer and van Putten 2012; Hofmeijer et al. 2014a; Murphy et al. 2008; van Putten 2012). Infraslow activity with amplitudes larger than 35 μV was always associated with burst-suppression with identical bursts and poor outcome.

**Infraslow activity is preserved in postanoxic encephalopathy.** In all patients with postanoxic coma, we were able to record infraslow activity, irrespective of outcome, with frequencies of 0.015–0.06 Hz and amplitudes from 5 to 150 μV. We remark that in some of the patients with low amplitude EEG (5–15 μV, see e.g., Fig. 1C), we cannot completely exclude spurious detection of infraslow activity due to narrow band filtering. However, this will not result in periodic infraslow oscillations, given the bandwidth of our filter.

In several patients, infraslow activity gradually appeared several hours after cardiac arrest (cf. Fig. 4), probably reflecting transient hypoxic/ischemic synaptic arrest (Hofmeijer and van Putten 2012; Hofmeijer et al. 2014a; Murphy et al. 2008; van Putten 2012). Infraslow activity with amplitudes larger than 35 μV was always associated with burst-suppression with identical bursts and poor outcome.

In all patients, infraslow activity was temporarily periodic with variable durations of 5–40% of the recording time in the first 24–36 h after cardiac arrest. Although rhythmic infraslow activity has been recorded from thalamic slices under experimental in vitro conditions, periodic infraslow activity has, to our knowledge, not been reported previously in humans. For example, in Vanhatalo et al. (Vanhatalo et al. 2004), infraslow activity (Fig. 3 in their paper) is more irregular. Also, infraslow activity from human BOLD and EEG studies lacks periodicity (Hughes et al. 2011). The mechanism responsible for the (transient) periodicity of the infraslow activity in patients with postanoxic encephalopathy is presently unclear.

In two patients, we recorded infraslow activity, while EEG rhythms with frequencies >0.5 Hz were absent. Faster EEG activity results from oscillatory postsynaptic currents generated by intracortical connections, while infraslow oscillations likely involves inputs from subcortical structures (Vanhatalo et al. 2004), although nonneuronal sources, e.g., glia, may be involved as well (Amzica and Steriade 2000). This observation, therefore, may result from selective damage to cortico-cortical
synapses, with preservation of thalamocortical synapses presumably relaying infraslow oscillatory input from thalamic relay nuclei (Hughes et al. 2011).

This possible dissociation of primary cortical and subcortical activity is in line with our previous observation of preserved thalamocortical input as expressed by preservation of the early response (N20) of the somatosensory evoked potential, in the absence of spontaneous EEG activity (van Putten 2012). The main contribution to the N20 is the extracellular current generated by the excitatory (non-NMDA) postsynaptic currents from pyramidal cells receiving synaptic input of the thalamocortical cells (Castro-Alamancos and Connors 1997). Conditions exist where these postsynaptic currents are preserved and sufficiently large to be recorded on the scalp, while synapses emerging from pyramidal cells, involved in the generation of primary cortical rhythms, are silent.

Similar observations of this differential sensitivity of subcortical and cortical signals after global hypoxic ischemia were recently reported after induction of cardiac arrest in a rodent model (Wu et al. 2012). Evoked neuronal activities were recorded from the primary somatosensory cortex. Long latency responses disappeared first, while short latency responses (similar to the N20) disappeared later. Hereafter, a period of isoelectric silence occurred, followed by reappearance of the short latency response prior to the long latency response. As the long latency response primarily reflects cortical activity, the authors conclude that cortical activity is more vulnerable to ischemic injury than subcortical activity. This selective ischemic vulnerability may result from differences in metabolic demands or mitochondrial reserves. Thalamocortical relay neurons, for instance, are 10 times as energy efficient as cortical neurons (Moujahid et al. 2014).

**Modulation of EEG rhythms by infraslow activity.** In most patients, either with good (13/15) or poor outcome (20/26), modulation of the power in the frequency range of 3–30 Hz with infraslow activity (0.01–0.1 Hz) is observed at some period during the first 48 h after cardiac arrest. Although on group level, no differences were found between the MI and the...
duration of modulation, values of the MI in patients with a good outcome never exceeded MI = 0.016. Large values of the modulation [MI = (0.02–0.31)] and associated large amplitudes of the infraslow oscillations (cf. Table 3) were only observed in patients with burst-suppression with identical bursts, as will be discussed next. The relatively small values of the MI result from the definition of the MI: a value MI = 1 reflects the presence of EEG power in a particular frequency in a single phase bin only (cf. Eq. 1). This was never observed in our data, showing nonzero EEG power at each phase bin. This may result in relatively low values of the MI that may still reflect significant modulation. Similar MI values are reported in Tort et al. (Tort et al. 2010).

Burst clusters in burst-suppression with identical bursts may result from phase-locking to infraslow oscillations. Burst-suppression is an EEG pattern characterized by high amplitude events (bursts), alternated by periods of low or absent activity (suppressions; amplitudes < 10 μV). EEG burst-suppression occurs in various circumstances, ranging from prematuritas or anesthesia to severe pathology, including postanoxic encephalopathy (Cloostermans et al. 2012). Mechanisms responsible for burst-suppression vary and may involve the inactivation of inward currents or the activation of outward currents, which may be voltage or Ca2+ gated (Hofmeijer et al. 2014b; Izhikevich 2007; Liley and Walsh 2013; van Putten and van Putten 2010).

Recently, we identified a subtype of burst-suppression EEG with bursts showing extreme stereotypy: burst-suppression with identical bursts, exclusively present in patients with a severe postanoxic encephalopathy and invariably associated with a poor outcome (Hofmeijer et al. 2014b). Here we show that in a large fraction (57%) of these patients bursts are clustered, and phase-locked to infraslow oscillations, as illustrated in Figs. 5 and 6.

Bursts are relatively discrete events, and to quantify phase-locking, we could have implemented a method to determine the phase relationship of the time of occurrence of individual bursts. However, the power of the EEG in the 3–30 Hz range is also strongly increased during bursting, as can be appreciated from e.g., Fig. 6. This motivated us to quantify phase-locking using the technique proposed by Tort et al. (Tort et al. 2010).

The correlation found, as expressed by the MI, between the phase of the infraslow oscillations and the burst clusters, does of course not imply a causal relationship. However, we assume that burst-clustering is a result of the infraslow activity. This is in agreement with other recent literature that shows that infraslow activity is a modulator of cortical excitability (Hiltunen et al. 2014; Picchioni et al. 2011).

In disagreement with earlier observations we found that bursts were clustered either on the up-going or on the down-going slope of the infraslow oscillation. For instance, the phase...
relationship between infraslow activity and faster EEG oscillations reported by Vanhatalo et al. (Vanhatalo et al. 2004) shows a symmetrical distribution around phase $\pi$, while this appeared asymmetrical in the appearance of K-complexes and interictal discharges. In the recording of the fast oscillations that were phase-locked to the infraslow 0.1 Hz activity from the neocortex of rabbit, this asymmetry is also present (Alajalova 1957). Our simulations provide a plausible explanation for this asymmetry, as the “direction” of the external current (being either excitatory or inhibitory) defines if the range where bursting continues is enlarged or diminished. From the phase of cortical EEG we cannot deduce if the current in the underlying cortex is excitatory or inhibitory, as we have no detailed information about the relative orientation of the cortical structure and our (bipolar) electrode positions. Therefore, phase-locking could be either to an up-slope or a down-slope of the infraslow activity, as either may represent an excitatory current.

As shown in Fig. 5, there appears to be a relation between the maximum burst frequency and the minimum burst frequency: in panels Fig. 5, A and D, the maximum burst frequency is larger than in Fig. 5C, where in the less active states the burst frequency is reduced to nonzero values in Fig. 5, A and D, but bursts are absent at the peaks of the infraslow activity in Fig. 5C. As the infraslow activity is proposed to modulate the bursts, relatively low maximum frequencies may indeed be accompanied by absence of bursts. We were also able to simulate these scenarios using slightly different connectivity values (e.g., by reducing $n = 1$ to $n = 0.96$) or by using a block-pulse shaped modulating current with a nonzero, positive mean (results not shown).

Simulations. A common element in burst-suppression is the presence of at least two processes with different time scales. The first, a relatively fast process, generates the bursts, while the other, with a longer time scale, terminates the bursts and defines the duration of the interburst interval (Izhikevich 2007). In the model we used for the simulations, the fast process was represented by the network activity $a$, with time constant $\tau_a$ and the fast depression, $d$ with time constant $\tau_d$. The slow modulation was represented by $s$, with time constant $\tau_s$, with $\tau_s \gg \tau_a + \tau_d$.

In the model, bursts emerge from the deactivated state (low value of $a$). This interburst period with low activity could represent a hyperpolarized state, e.g., resulting from an increase in potassium conductance. An experimental study in anesthetized cats in which the investigators used intracellular recordings from cortical, thalamocortical, and reticular cells showed that phasic depolarizing events were associated with bursts in the EEG, whereas the membrane potential hyperpolarized in the interburst periods (Steriade et al. 1994).

A variation of the current model could include a variable threshold for cell firing, rather than an activity dependent slow modulation $s$. Using a variable threshold, the threshold would slowly increase during bursting, eventually terminating the bursts, after which the threshold could recover to its initial value and bursting would start again. In fact, these two mechanisms were extensively discussed in the paper by Tabak (Tabak et al. 2000), where such model was introduced. Various other models for burst-suppression have been proposed, too, including mesoscopic models that contain much more biological detail and realistic timescales, but typically at the expense of many (20–50 or even more) parameters that need to be defined (e.g., Liley and Walsh 2013).

The main motivation for the current model is its relative simplicity and the desire to propose a potential mechanism for burst clustering. The model simulates a key characteristic of our observations, i.e., phase-locking of the identical bursts to the infraslow oscillations by adding a small external slow oscillatory current to the neuronal population, as presumed (subcortical) input as source of the infraslow activity, to induce the phase-locking of the identical bursts. The phase-locking results from a varying shift in threshold for initiating and ending the bursting of the fast subsystem.

The MI in patients with a poor outcome was also correlated with the maximum amplitude of the infraslow activity. This observation further supports the presumed changes in cortical excitability by the infraslow activity: larger amplitudes of the slow activity result in stronger phase-locking of faster EEG activity, including bursts. Larger amplitudes $S$ of the modulating current in the model (cf. Eq. 6) also increase clustering and induce stronger modulation (results not shown).

In this model, in the case of burst clustering, the subsequent bursts also decrease in duration (cf. Fig. 9). Although this was observed in some of our patients, this was not invariably the case. Most likely, therefore, additional modulators exist as well.

Relationship of findings to prognosis. Although we also report on differences of the infraslow activity between patients with poor and good outcome, using amplitude, frequency of the infraslow activity, and phase-locking with faster EEG activity, this was not the focus of this study. The primary goal was to explore if infraslow activity was present in patients with a postanoxic encephalopathy and to further our understanding of burst clusters in patients with burst-suppression with identical bursts. At present, EEG features as reactivity, amplitude, frequency, and characteristics of the burst-suppression patterns have shown to be strongly predictive of outcome in patients with postanoxic encephalopathy (Cloostermans et al. 2012; Hofmeijer et al. 2014b; Rossetti et al. 2010; Tjejkema-Cloostermans et al. 2015). Although amplitudes of the infraslow activity larger than 35 $\mu$V or a MI $> 0.016$ were always associated with poor outcome, we did not explore if these features have additional diagnostic value; this will be the topic of a future study.

Limitations. A potential limitation of our findings is that patients received sedation with propofol in the period that EEG recordings were obtained. However, isoelectric, low voltage, or burst-suppression with identical burst patterns cannot be solely induced by propofol. Propofol-induced EEG changes are well known. In the (constant) dosages that were used in our patients, the EEG mostly remains continuous, with anteriorization of the alpha rhythm (Hindriks and van Putten 2012). Furthermore, if burst-suppression is induced by propofol, bursts are heterogeneous and appear and disappear gradually (Kusters et al. 1998; Reddy et al. 1992), whereas our identical burst-suppression patterns are all characterized by flat interburst intervals and abrupt transitions between bursts and suppressions (Hofmeijer et al. 2014b). Furthermore, burst-suppression with identical bursts has also been observed in patients without sedation (Hofmeijer et al. 2014b; Hughes 1986; van Putten and van Putten 2010), and the mechanisms for their generation is most likely very distinct from propofol-induced burst-suppression
who show burst clusters. Modulation is observed in patients with severe postanoxic activity that modulates cortical excitability, where the strongest support the notion of a subcortical generator of the infraslow oscillations, resulting in burst clusters. Our data and simulations suggested a significant contribution of neuronal damage and partial repair, as in these periods propofol dosages were constant.

Another limitation may seem that our patients were treated with mild therapeutic hypothermia, with a target temperature of 33°C. Although brain states are temperature dependent (e.g., Whitten et al. 2009) and EEG activity vanishes if the brain temperature drops below 22–25°C (Kochs 1995), hypothermia to a level of 33–34°C produces only marginal alterations in the EEG without changes in amplitude (FitzGibbon et al. 1984). Indeed, the single patient who was not treated with mild therapeutic hypothermia (ID025) also showed burst-suppression with identical bursts and infraslow activity, similar to patients with these EEG patterns who were treated with mild therapeutic hypothermia.

Conclusion. We show that infraslow activity is preserved in patients with postanoxic encephalopathy, with frequencies ranging from 0.015 to 0.06 Hz. Infraslow activity with amplitudes >50 μV is only observed in patients with poor outcome. In both patient groups, we observed modulations of faster EEG rhythms to infraslow activity. In a large fraction of patients with burst-suppression with identical bursts, bursts showed strong phase-locking [MI = (0.02–0.31)] to infraslow oscillations, resulting in burst clusters. Our data and simulations support the notion of a subcortical generator of the infraslow activity that modulates cortical excitability, where the strongest modulation is observed in patients with severe postanoxic encephalopathy and burst-suppression with identical bursts who show burst clusters.
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