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Holmes, William R. and William B. Levy, Quantifying the role of inhibition in associative long-term potentiation in dentate granule cells with computational models. J. Neurophysiol. 78: 103–116, 1997. In the dentate gyrus, coactivation of a mildly strong ipsilateral perforant path (pp) input with a weak contralateral pp input will not induce associative long-term potentiation in the weak input path unless both inputs project to the same part of the molecular layer. This “spatial convergence requirement” is thought to arise from either voltage attenuation between input locations or inhibition. Simulations with a detailed model of a dentate granule cell were performed to rule out voltage attenuation and to quantify the inhibition necessary to obtain the spatial convergence requirement. Strong lateral and weak medial or strong medial and weak lateral pp input were activated eight times at 400 Hz. Calcium current through N-methyl-D-aspartate receptor channels and subsequent changes in calcium concentration and the concentration of calmodulin bound with four calcium ions ([Ca\(^{2+}\)] in the spine head were computed for a medial and a lateral pp synapse. To satisfy the spatial convergence requirement, peak [Ca\(^{2+}\)] had to be much larger in the strongly activated path synapse than in the weakly activated path synapse. With no inhibition in the model, differences in peak [Ca\(^{2+}\)] at the two synapses were small, ruling out voltage attenuation as the explanation of the spatial convergence requirement. However, with shunting inhibition, modeled by reducing membrane resistivity to 1,600 Ω cm\(^2\) in the distal two-thirds of the dendritic tree, peak [Ca\(^{2+}\)] was 3–5 times larger in the strongly activated path synapse than in the weakly activated path synapse. The magnitude of shunting inhibition was varied to determine the level that maximized this difference in peak [Ca\(^{2+}\)]. For strong lateral and weak medial pp input, the optimal level was one that prevented the cell from firing an action potential. For strong medial and weak lateral pp input, the optimal level was one at which the cell fired two action potentials. The distribution of shunting inhibition that best satisfied the spatial convergence requirement was inhibition on the distal two-thirds of the dendritic tree with or without inhibition at the soma, with inhibition stronger in the distal third than in the middle third. It was estimated that the number of inhibitory synapses involved in the shunting inhibition should be 25–50% of the number of excitatory synapses activated by the eight-pulse, 400-Hz tetanus. This number could be 20–50% of the total number of inhibitory synapses in the distal two-thirds of the dendritic tree. The addition of a single inhibitory synapse on a dendrite had a significant effect on peak spine head [Ca\(^{2+}\)] in nearby spines. Inhibitory synapses had to be activated four or more times at 100 Hz for effective shunting to take place, and the inhibition had to begin no later than 2–5 ms after the first excitatory input. The results suggest that inhibition can isolate potentiated synapses to particular dendritic domains and that the location of activated inhibitory synapses may affect potentiation of individual synapses on individual dendrites.

INTRODUCTION

Long-term potentiation (LTP) is a modification of synaptic strength first reported in the dentate gyrus (Bliss and Lomo 1973). Its induction there is thought to depend on calcium influx through N-methyl-D-aspartate (NMDA) receptor channels (see Malenka and Nicoll 1993 for a review). Whether or not LTP is induced at a particular synapse depends on whether the synapse is activated concurrently with a sufficient number of other synapses to produce a voltage change that will relieve the magnesium block of the NMDA receptor channels. The voltage change at the synapse is determined by the electrotonic structure of the dendritic tree and the number and locations of coactivated excitatory and inhibitory inputs.

In the dentate there is a spatial convergence requirement for the induction of associative LTP. Inputs to the dentate from the perforant path (pp) terminate in a strict laminar arrangement: lateral pp fibers terminate in the distal third of the molecular layer, whereas medial pp fibers terminate in the middle third. Taking advantage of this arrangement, White et al. (1988, 1990) showed that mildly strong activation of the ipsilateral pp provides the postsynaptic excitation needed for associative LTP of a coactivated weak contralateral pp input when both inputs project to the same part of the molecular layer. When strong and weak inputs project to nonoverlapping dendritic domains, associative LTP of the weak input pathway does not occur.

This spatial convergence requirement can be explained if the voltage changes experienced by synapses in nonoverlapping dendritic areas are very different, but it is not clear how such a difference arises. Voltage differences might occur because of voltage attenuation along the electrotonic distance between input locations. However, simulations suggest that this does not explain the spatial convergence requirement (Yousukhno et al. 1996). Voltage differences can also occur if inhibition is activated and this inhibition shunts the dendritic depolarization and limits its spread to adjacent regions. Use of blockers of inhibition supports this explanation (Tomasulo et al. 1993; Zhang and Levy 1993), but the location and strength of this hypothesized inhibition has not been determined.

Inhibition in dentate granule cells occurs largely as the result of activation of a γ-aminobutyric acid-A (GABA\(_A\))-receptor-mediated conductance. This type of inhibition is called shunting inhibition because the reversal potential for this conductance is close to or (depending on the preparation) positive to the resting membrane potential. Consequently, it can have little or no effect on membrane potential or in some cases it can be depolarizing. Even when the conductance is depolarizing, it is still considered inhibitory.
because the reversal potential is below the threshold for action potential generation. The depolarizing effects of excitatory input are reduced because this conductance effectively reduces the membrane resistivity ($R_m$) and shunts the excitatory current. Shunting inhibition is most effective when it is large, when it is located close to the excitatory input, and when its time course overlaps that of the excitatory input conductance.

In the present study simulations were performed with a highly detailed model of a dentate granule cell to quantify the numbers and locations of inhibitory synapses necessary to obtain the spatial convergence requirement. These simulations show that a distribution of strong inhibition restricted to the distal two-thirds of the dendritic tree (with or without inhibition on the soma) accounts best for the lack of an associative interaction between weak and strong inputs applied to different parts of the dendritic tree. The results suggest that a dendritic tree can function as a set of multiple independent integrating units during associative learning and that lamination of interneuronal axonal projections in the dentate gyrus may play a significant role in associative synaptic modification.

**METHODS**

**Cell used in the simulations**

The detailed morphology of the dentate granule cell used in the simulations (Fig. 1) and the simulation procedures are the same as given in Holmes and Levy (1990a, 1994), with differences noted below. Dendritic lengths and diameters were quantified by N. L. Desmond. For modeling purposes, the dendrites were divided into segments $<40 \mu m$ long depending on how frequently the diameter changed. Spines were included implicitly by reducing $R_m$ and increasing membrane capacity according to the proportion of total membrane area due to spines (Rall et al. 1992). However, spines with synapses that were activated were modeled explicitly. Their distribution was uniform over the distal two-thirds of the dendritic tree. $R_m$ was 40,000 $\Omega \cdot cm^2$, axial resistivity was 210 $\Omega \cdot cm$, and membrane capacity was 1.0 $\mu F/cm^2$. The cell’s input resistance measured at the soma was 240 M$\Omega$ and the membrane time constant was 40 ms, consistent with measured values (Spruston and Johnston 1992; Staley et al. 1992). The resting potential was assumed to be $-70 mV$.

Unlike in our earlier model (Holmes and Levy 1990a), voltage-dependent conductances were included at the soma, in an axon, and with decreasing densities on the first 60 $\mu m$ of proximal dendrites. Ionic conductances included a fast sodium conductance, a fast potassium conductance, a calcium conductance, and a calcium-dependent potassium conductance. The kinetic descriptions used were those given by Yuen and Durand (1991) for dentate granule cells except that the voltage activation and inactivation curves were shifted by 16 mV for sodium, 16 mV for potassium, and 6 mV for calcium, and the calcium dependence of the calcium-dependent potassium conductance was shifted by 12 (the 10 multiplying the log term in the Yuen and Durand kinetics became 22). These shifts were made to enable the threshold for action potential generation in the model to lie between $-49$ and $-55 mV$ as determined experimentally (McNaughton et al. 1981; Staley et al. 1992). Maximum conductance values were chosen to give an action potential with a time course similar to that observed experimentally and to give a stable resting potential (Table 1).

**Synaptic conductances**

Three types of synaptic conductances were modeled. Non-NMDA and NMDA conductances were modeled on activated dendritic spines, and an inhibitory GABA$_A$ conductance was modeled on dendritic shafts and at the soma.

**EXCITATORY SYNAPTIC CONDUCTANCES**. The non-NMDA and NMDA conductances were determined from a model of glutamate release, diffusion, uptake, and binding in the synaptic cleft (Holmes 1995). Two thousand glutamate molecules were released into the cleft, and there were 64 non-NMDA receptors and 19 NMDA receptors at the synapse. The binding scheme and parameter values used in the simulations for non-NMDA receptors were taken from Jonas et al. (1993)

\[
A + R \rightleftharpoons AR + A \quad AR + A \rightleftharpoons A_2R \quad A_2R \rightleftharpoons A_2R^* \\
39.2 \rightleftharpoons 3260 \quad 4250 \quad 172 \quad 6 \quad 17.7 \\
AD + A \rightleftharpoons A_2D \quad A_2D \rightleftharpoons A_2D^* \\
1.27 \times 10^6 \quad 45.7 \quad 16.8 \quad 190.4
\]

where $A$ is glutamate concentration; $AR, A_2R$, and $A_2R^*$ represent the single-bound, double-bound, and open states, respectively; $AD, A_2D$, and $A_2D^*$ are desensitized states; and the rate constants are in units of $M^{-1} \cdot s^{-1}$ or $s^{-1}$. The binding scheme and parameter values for NMDA receptors were

\[
A + R \rightleftharpoons AR + A \quad AR + A \rightleftharpoons A_2R \quad A_2R \rightleftharpoons A_2R^* \\
0.34 \rightleftharpoons 5.63 \quad 1.74 \quad 9.86 \quad 0.18 \quad 35 \\
AD + A \rightleftharpoons A_2D \quad A_2D \rightleftharpoons A_2D^* \\
2.53 \times 10^6 \quad 13.375 \quad 60.03 \quad 200
\]

where the notation is the same as for the non-NMDA binding scheme. These rate constants were determined by fitting steady-state or transient solutions of the differential equations associated with Eq. 2 to data given by Sather et al. (1992).

The numbers of open non-NMDA and NMDA channels were precomputed with the synapse model (Holmes 1995) for a specified time interval and a given frequency of glutamate release and loaded into tables within the simulation program. The number of open channels was multiplied by the single-channel conductance (8 pS for non-NMDA and 50 pS for NMDA) to get the synaptic conductance. The NMDA-receptor-mediated conductance value was reduced by magnesium block with use of the block function given by Ascher and Nowak (1988) as described previously (Holmes and Levy 1990a). The reversal potential was 0 mV for both conductances.

**INHIBITORY SYNAPTIC CONDUCTANCE**. Parameters for the inhibitory synaptic conductance were chosen to be consistent with the data of DeKoninck and Mody (1994) and Otis and Mody (1992) for GABA$_A$ synapses in dentate granule cells. The kinetic scheme used was

\[
A + R \rightleftharpoons AR \quad 4.59 \times 10^{-6} \quad 4260 \quad AR^* \quad 4.59 \times 10^{-6} \\
0.284 \times 10^5 \quad 3260 \quad 4250 \quad 900
\]

where $AR$ and $AR^*$ are the bound and open states of the receptor and the rate constants are given in ms$^{-1}$. This rate scheme assumes that GABA binds quickly to give a certain number of receptors in the $AR$ state and then, after unbinding, does not rebinding (there is no forward rate constant). This assumption allows the differential equations for the kinetic scheme to be solved analytically, yielding a double-exponential solution for the number of channels in the open state as shown previously (Eq. 3 in Holmes and Levy 1990a). Solutions in this case are
FIG. 1. Cell used in simulations. Horizontal lines: approximate boundaries separating middle third of dendritic tree from proximal and distal thirds. In simulations, medial perforant path (pp) input was activated in lower shaded region and lateral pp input in upper shaded region. ●: locations of the 2 synapses monitored in all simulations. $R_m$, membrane resistivity; $R_i$, axial resistivity.

\[
AR(t) = 0.154 \left( [0.834 AR(0) + AR^*(0)] \exp(-0.167t) \right. \\
- \left. [-5.66 AR(0) + AR^*(0)] \exp(-6.66t) \right)
\]

\[
AR^*(t) = 0.154 \left( [5.66 AR^*(0) + 4.72 AR(0)] \exp(-0.167t) \right. \\
- \left. [-0.834 AR^*(0) + 4.72 AR(0)] \exp(-6.66t) \right) \tag{4}
\]

When an inhibitory synapse is first activated, $AR(0)$ is assumed to be 60 bound receptors and $AR^*(0)$ is zero. For each subsequent activation the conductance time variable $t$ is reset to zero and the number of receptors in the bound state is increased by $60 - AR(t) - AR^*(t)$ receptors. This ensures that the total number of receptors in the bound and open states does not exceed 60, i.e., there is receptor saturation for the GABA synapse. This kinetic scheme does not include receptor desensitization. The conductance was computed by multiplying the number of channels in the open state by 28 pS, the single-channel conductance (DeKoninck and Mody 1994). The reversal potential was assumed to be $-70 \text{ mV}$ (the same as the resting potential), consistent with the value of $-69 \text{ mV}$ found by Blaxter and Carlen (1988).

**SHUNTING INHIBITION.** Before any inhibitory synapses were included in the model, a shunting conductance was modeled by reducing $R_m$ in specific dendritic compartments. Initially $R_m$ values over a large range of were tested ($100\text{--}10,000 \ \Omega \text{cm}^2$) to get an idea of where the spatial convergence requirement might be satisfied. Additional $R_m$ values over a narrower range were tested to quantify more accurately the amount of shunting inhibition needed. The $R_m$ values that gave results most consistent with the spatial convergence requirement were used to estimate the number of inhibitory synapses activated and their frequency of activation. For a fixed frequency of activation the number of activated inhibitory synapses, $N$, was computed as

\[
N = (1/R_m\text{target} - 1/R_m) \times A/g_{ave} \tag{5}
\]

where $R_m\text{target}$ is the target $R_m$ for a particular level of shunting inhibition (e.g., $2,000 \ \Omega \text{cm}^2$), $R_m$ is 40,000 $\ \Omega \text{cm}^2$, $A$ is the membrane area of the dendrite or dendritic region of interest, and $g_{ave}$ is the average value of the synaptic conductance of a single synapse activated repetitively at a given frequency. Several sets of activation frequency and number of synapses were calculated.

**Synaptic inputs and input frequency**

Excitatory synapses with both NMDA and non-NMDA conductances were modeled on dendritic spines. Lateral pp stimulation was modeled as the activation of 1–336 synapses on the distal third

---

**TABLE 1. Maximum conductance values**

<table>
<thead>
<tr>
<th></th>
<th>Axon</th>
<th>Soma</th>
<th>Dendrite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>210</td>
<td>120</td>
<td>60 → 15</td>
</tr>
<tr>
<td>K</td>
<td>28</td>
<td>16</td>
<td>8 → 2</td>
</tr>
<tr>
<td>Ca</td>
<td>0</td>
<td>1</td>
<td>0.5 → 0.125</td>
</tr>
<tr>
<td>KCa</td>
<td>0</td>
<td>1</td>
<td>0.5 → 0.125</td>
</tr>
<tr>
<td>Leak</td>
<td>1.5E−3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Values are in mS/cm$^2$. 

---

50 μm

$R_m = 40,000 \ \Omega \text{cm}^2$

$R_i = 210 \ \Omega \text{cm}$
of the dendritic tree, whereas medial pp stimulation was modeled as the activation of 1–360 synapses in the middle third of the dendritic tree. These pathways were activated eight times at 400 Hz. The dendritic locations of activated synapses are shown in Fig. 1.

Inhibitory synapses were modeled on dendritic shafts and at the soma. These synapses were activated at 100 Hz, with the number of activated synapses being determined by Eq. 5. Although there may be direct pp inhibitory connections to dentate granule cells, it was assumed that most inhibition came from interneurons activated by pp input. Consequently, inhibitory synapses were activated after a short delay following excitatory synapse activation. The times of activation began at 2, 5, 7, and 10 ms for 100-Hz activation, with equal numbers activated at the different starting times. The group with activation beginning at 10 ms sometimes had an additional activation at 5 ms.

**Spine model**

The structure of the spine model is the same as given previously (Holmes 1990; Holmes and Levy 1990a). The spine head was divided into four compartments, with the two compartments closest to the spine tip being 50 nm thick. The spine neck was divided into 4 compartments, and 12 compartments were used to represent the dendrite. The spine head was 0.55 × 0.55 μm and the neck was 0.1 × 0.73 μm. Calcium concentration in each compartment was determined by the dynamics of calcium influx, diffusion, binding, and removal.

The calcium component of the current through NMDA receptors was computed as in the previous model (Holmes and Levy 1990a) from the total synaptic current and the relative permeabilities of Ca²⁺, Na⁺, and K⁺ ions at NMDA receptor channels (Mayer and Westbrook 1987). This method is more accurate than methods that calculate the calcium component as a straight percentage of the total NMDA-receptor-mediated current because calcium flux remains inward at potentials between the synaptic reversal potential and the calcium reversal potential. This difference may be important if action potentials invade dendritic regions with only minor attenuation.

Although calcium diffusion and removal were modeled as in the previous model, the binding reactions have been updated significantly. Calcium is assumed to bind to calmodulin and to an unspecified fast buffer. The rate constants for binding to calmodulin (in μM⁻¹ ms⁻¹ and ms⁻¹) were taken from Linse et al. (1991) as follows

\[
\text{Cal} + \text{Ca}^{2+} \overset{0.001}{\underset{0.02}{\rightleftharpoons}} \text{Cal-Ca} + \text{Ca}^{2+} \overset{0.033}{\underset{0.02}{\rightleftharpoons}} \text{Cal-Ca}_2 + \text{Ca}^{2+} \overset{0.005}{\underset{0.5}{\rightleftharpoons}} \text{Cal-Ca}_3 + \text{Ca}^{2+} \overset{0.1}{\underset{0.5}{\rightleftharpoons}} \text{Cal-Ca}_4
\]

whereas binding to the fast buffer was simply

\[
\text{B} + \text{Ca}^{2+} \overset{0.5}{\underset{0.5}{\rightleftharpoons}} \text{B-Ca}
\]

where the rate constants are again in units of μM⁻¹ ms⁻¹ and ms⁻¹. The initial concentrations of \text{Cal}, \text{Cal-Ca}, \text{Cal-Ca}_2, \text{Cal-Ca}_3, \text{Cal-Ca}_4, and bound and free buffer were determined from the steady-state solutions of the differential equations for Eqs. 6 and 7 for given calmodulin, calcium, and buffer concentrations.

Consequently, six equations were solved over time for each compartment (i is the subscript for compartment i)

\[
d[\text{Ca}_i] = -DV_i \left( A/\lambda \right)_i \left( \text{[Ca] - [Ca}_i] \right) + \left( A/\lambda \right)_i \left( \text{[Ca] - [Ca}_i] \right) + \text{influx (for compartment 1 only)} - k_p \left( \text{[Ca] - [Ca}_i] \right) - k_{on} \text{[Ca]}_i \text{[Cal]}
\]

\[
d[\text{B}] = -k_{off} \text{[Ca]}_i \text{[B]} + k_{on} \text{[B] - [B]}
\]

\[
d[\text{Cal-Ca}] = -k_{off} \text{[Cal-Ca]} + k_{on} \text{[Cal-Ca]}
\]

\[
d[\text{Cal-Ca}_2] = -k_{off} \text{[Cal-Ca}_2] + k_{on} \text{[Cal-Ca}_2]
\]

\[
d[\text{Cal-Ca}_3] = -k_{off} \text{[Cal-Ca}_3] + k_{on} \text{[Cal-Ca}_3]
\]

\[
d[\text{Cal-Ca}_4] = -k_{off} \text{[Cal-Ca}_4] + k_{on} \text{[Cal-Ca}_4]
\]

In the first equation above, \( D \) is the calcium diffusion coefficient (0.6 μm²/ms), \( (A/\lambda)_i \) is the coupling coefficient between compartments i and j, \( V_i \) is volume, \( k_p \) is the pump rate (1.4 × 10⁻⁴ cm/s), and \( [\text{Cal}] \) is 20 mM. The ON and OFF rate constants are given in Eqs. 6 and 7, total buffer concentration \( [\text{B}] \) was 40 μM, and \( [\text{Cal-Ca}_1] \) was calculated from \( [\text{Cal}] \) + \( [\text{Cal-Ca}_2] \) + \( [\text{Cal-Ca}_3] \) + \( [\text{Cal-Ca}_4] \), where \( [\text{Cal}] \) was 50 μM near the tip of the spine head and 25 μM elsewhere. The peak spine head calcium concentration and the peak concentration of calmodulin with four bound calcium ions ([Cal-Ca₄]) were used as measures of LTP induction.

**RESULTS**

Electrotonic distance alone is not accounted for the spatial convergence requirement

The hypothesis that voltage attenuation along the electrotonic distance between input locations accounts for the spatial convergence requirement was tested. LTP stimulation paradigms modeled were pairing strong medial pp activation with weak lateral pp activation or pairing strong lateral pp activation with weak medial pp activation. A strong medial pp input was modeled as activation of 60–180 excitatory synapses in the middle third of the dendritic tree, whereas a strong lateral pp input was modeled as activation of 48–192 excitatory synapses in the distal third of the dendritic tree. Weak inputs were modeled as the activation of single synapses. There was no inhibition in this set of simulations. As in Youssoukhno et al. (1996), calcium concentration was computed at activated medial and lateral pp synapses located along the same dendritic path to the soma. Here we also calculated the concentration of calmodulin fully loaded with calcium. If the voltage attenuation along the electrotonic distance between the medial and lateral pp synapses can explain the spatial convergence requirement, then peak [Cal-Ca₄] should be very different in the two spine heads.

With strong medial and weak lateral pp conditioning stimulation, [Cal-Ca₄] was nearly the same at the medial pp spine head and the lateral pp spine head, as shown in Fig.
Peak concentration of calmodulin with the question was asked: what value of $V_{dp}$ dendritic tree were much smaller than 40,000 cm². If $R_m$ in the distal two-thirds of the dendritic tree were much smaller than 40,000 Ω cm², then the synapses might be separated far enough electrotonically from each other to give the spatial convergence requirement. A smaller $R_m$ value could occur if the dendrites were subject to a shunting inhibition at the same time they received the excitatory input. To test this, $R_m$ in the distal two-thirds of the dendritic tree and the soma was set to 1,600 Ω cm². Simulations were then performed activating either 300 medial pp synapses and 1 lateral pp synapse or 264 lateral pp synapses and 1 medial pp synapse eight times at 400 Hz.

It was found that peak [Ca²⁺] and peak [Cal-Ca₄] were much higher in the strongly activated path synapse than in the weakly activated path synapse. With strong medial pp activation peak [Ca²⁺] was 2.2 times higher and peak [Cal-Ca₄] was 3.5 times higher at the strong input (medial pp) synapse than at the weak input (lateral pp) synapse (Fig. 3A). With strong lateral pp activation the corresponding ratios of peak [Ca²⁺] and peak [Cal-Ca₄] at strong input synapses to weak input synapses were 2.7 and 4.8 (Fig. 3B). In both cases the difference in peak [Ca²⁺] was amplified into a larger difference in peak [Cal-Ca₄]. This suggested that a lower $R_m$, possibly caused by a shunting inhibition, could explain the spatial convergence requirement.

Reduction in $R_m$ (shunting inhibition) can give the spatial convergence requirement

The electrotonic distance between the medial and lateral pp synapses was small in the above simulations because $R_m$ was 40,000 Ω cm². If $R_m$ in the distal two-thirds of the dendritic tree were much smaller than 40,000 Ω cm², then the synapses might be separated far enough electrotonically from each other to give the spatial convergence requirement. A smaller $R_m$ value could occur if the dendrites were subject to a shunting inhibition at the same time they received the excitatory input.

To test this, $R_m$ in the distal two-thirds of the dendritic tree and the soma was set to 1,600 Ω cm². Simulations were then performed activating either 300 medial pp synapses and 1 lateral pp synapse or 264 lateral pp synapses and 1 medial pp synapse eight times at 400 Hz.

It was found that peak [Ca²⁺] and peak [Cal-Ca₄] were much higher in the strongly activated path synapse than in the weakly activated path synapse. With strong medial pp activation peak [Ca²⁺] was 2.2 times higher and peak [Cal-Ca₄] was 3.5 times higher at the strong input (medial pp) synapse than at the weak input (lateral pp) synapse (Fig. 3A). With strong lateral pp activation the corresponding ratios of peak [Ca²⁺] and peak [Cal-Ca₄] at strong input synapses to weak input synapses were 2.7 and 4.8 (Fig. 3B). In both cases the difference in peak [Ca²⁺] was amplified into a larger difference in peak [Cal-Ca₄]. This suggested that a lower $R_m$, possibly caused by a shunting inhibition, could explain the spatial convergence requirement.

Optimal shunting inhibition for the spatial convergence requirement

The question was asked: what value of $R_m$ for the soma and distal two-thirds of the dendritic tree will maximize the ratio of the peak [Cal-Ca₄] values between strong and weak input path synapses illustrated in Fig. 3? To address this, the simulations above were repeated with $R_m$ values ranging from 100 to 10,000 Ω cm².

As shown in Fig. 4, the largest ratios were found for $R_m = 2,200$ Ω cm² when 300 medial pp synapses and 1 lateral pp synapse were activated, and for $R_m = 1,800$ Ω cm² when 264 lateral pp synapses and 1 medial pp synapse were activated. The ratios tended to rise rapidly, plateau, and then fall rapidly as $R_m$ was increased. With very low $R_m$, shunting was too strong to allow much depolarization to occur, and consequently peak [Ca²⁺] and peak [Cal-Ca₄] were small in both lamina. With high $R_m$, the depolarization was large at both the lateral pp synapse and the medial pp synapse, and this caused comparable peak calcium concentration and [Cal-Ca₄] to occur.

Interestingly, the maximum ratio of peak [Cal-Ca₄] values in the two laminae depended strongly on the number of action potentials generated by the strongly activated pathway. When the medial pp was strongly activated, the largest ratio occurred for the minimum $R_m$ value that allowed two action potentials to be generated (Fig. 4A). When the lateral pp was strongly activated, the maximum ratio occurred at a point below the threshold for action potential generation (Fig. 4B). This result implies that a strong medial, weak lateral pp input should generate one or two action potentials for potentiation to occur at activated medial pp synapses but not at lateral pp synapses. However, it is not necessary for spikes to be generated by strong lateral, weak medial pp input to get potentiation at activated lateral pp synapses but not at medial pp synapses.

This dependence of the maximum ratio of peak [Cal-Ca₄] values on the number of action potentials was obtained even as the number of active synapses in the strong pathway was varied (Fig. 5). When the number of synapses activated in the medial pp was reduced to 240, the largest ratio again occurred just after $R_m$ was increased to a level that caused two action potentials to be generated. However, the ratio was reduced to 2.9, reflecting the smaller number of activated synapses (Fig. 5A). When the number of synapses activated in the lateral pp was changed to 312 or 192, again the ratio peaked at an $R_m$ value that prevented action potential generation (Fig. 5B). The ratio rose to 5.7 with 312 synapses and was 3.6 with 192 synapses. Note that as the number of excitatory synapses was increased, the maximum ratios were
obtained for stronger inhibition, suggesting that the result is somewhat robust physiologically in that more excitation would be accompanied by more inhibition.

**Location of inhibition necessary for the spatial convergence requirement**

In the above simulations $R_m$ was reduced only in the soma and in the distal two-thirds of the dendritic tree. To determine whether other locations of shunting inhibition might be more consistent with the spatial convergence requirement, the value of $R_m$ was changed $1)$ only in the distal two-thirds of the dendritic tree, $2)$ in the whole dendritic tree and the soma, $3)$ only in the middle third of the dendritic tree (region of medial pp input), or $4)$ only in the distal third of the dendritic tree (region of lateral pp input).

When $R_m$ was changed only in the distal two-thirds of the dendritic tree and not at the soma, the ratio of peak $[\text{Ca}^{2+}]$ values was larger when the medial pp was the strong input path and smaller when the lateral pp was the strong input path compared with the case when inhibition was also included at the soma. For example, the ratios of 3.5 and 4.8 shown in Fig. 3 became 3.9 (Fig. 6A) and 4.5 (Fig. 6B) when the reduced $R_m$ was 1,600 $\Omega$ cm$^2$. As one might expect, the value of $R_m$ at the soma had more of an effect on $[\text{Ca}^{2+}]$ in the medial pp synapse than in the more remote lateral pp synapse. Nevertheless, qualitatively it made little difference for the spatial convergence requirement whether or not $R_m$ was reduced at the soma as well as in the distal two-thirds of the dendritic tree.

When $R_m$ was reduced in the soma and all dendrites, the ratio of peak $[\text{Cal-Ca}_4]$ values increased to 5.9 for strong lateral pp input and decreased to 2.6 for strong medial pp input compared with the case with inhibition only in the distal two-thirds of the dendritic tree and the soma. As expected, the reduced $R_m$ in the proximal third of the dendritic tree had more of an effect on the medial pp input than on the lateral pp input. It would seem that this distribution of shunting inhibition would not be consistent with the spatial convergence requirement, although it would be an effective distribution to limit potentiation to lateral pp synapses following strong lateral pp input.

When reduced $R_m$ or shunting inhibition was restricted to the middle third or to the distal third of the dendritic tree, results were not consistent with the spatial convergence requirement. With reduced $R_m$ in the distal third of the dendritic tree, the ratio of peak $[\text{Cal-Ca}_4]$ values was large for strong medial pp input but small for strong lateral pp input. With reduced $R_m$ in the middle third of the dendritic tree, the ratio of peak $[\text{Cal-Ca}_4]$ values was large with strong lateral pp input (but only for small $R_m$ values) and close to 1.0 with strong medial pp input (Fig. 6).
lateral pp input than for strong medial pp input. To determine whether the strength of inhibition needed to get a quantitatively symmetrical spatial convergence requirement should be stronger, the same, or weaker in the middle third of the dendritic tree than in the distal third of the dendritic tree, simulations were performed with different $R_m$ values in the two regions.

The simulation results predict that inhibition should be stronger in the distal third of the dendritic tree than in the middle third if the spatial convergence requirement is symmetrical. When $R_m$ was lower in the middle third of the dendritic tree than in the distal third, there were larger differences in the ratios of peak $[\text{Cal-Ca}_4]$ values with strong medial and strong lateral pp input than when $R_m$ was the same in the two regions (Fig. 7). When $R_m$ was lower in the distal third than in the middle third of the dendritic tree, the differences in the ratios became smaller. Because ratios become larger with a larger number of activated synapses, another way to make differences between the ratios for strong medial and strong lateral pp input smaller would be to increase the number of activated medial pp synapses and/or decrease the number of activated lateral pp synapses in the comparison. However, we already consider more activated

**FIG. 4.** Ratio of peak $[\text{Cal-Ca}_4]$ in spine head of strong input path synapse to peak $[\text{Cal-Ca}_4]$ in spine head of weak input path synapse as a function of reduced $R_m$ at the soma and the distal $2/3$ of the dendritic tree. Vertical lines isolate regions where same number of action potentials was generated. Numbers 0–4: number of action potentials generated. A: strong medial (300 synapses) and weak lateral (1 synapse) pp input. B: strong lateral (264 synapses) and weak medial (1 synapse) pp input. Synapses were activated 8 times at 400 Hz.

Taken together, these results suggest that pp input would have to activate inhibition in both the middle and distal thirds of the dendritic tree, regardless of whether it is medial or lateral pp input, if shunting inhibition is responsible for the spatial convergence requirement in these cells. The possibility that medial pp input activates inhibition only in the distal third and that lateral pp input activates inhibition only in the middle third of the dendritic tree is also consistent with the spatial convergence requirement, but such an anatomic arrangement seems unlikely.

**Strength of inhibition in the middle and distal thirds of the dendritic tree**

Although the above results suggest that shunting inhibition with pp activation exists in the distal two-thirds of the dendritic tree, it is not clear whether the strength of inhibition is the same in the middle and distal thirds. To address this issue we make the assumption that the spatial convergence requirement should be quantitatively symmetrical, i.e., the ratio of peak $[\text{Cal-Ca}_4]$ values should be similar regardless of the source of the strong input. In results reported up to this point, the ratios typically have been larger for strong

**FIG. 5.** Ratio of peak $[\text{Cal-Ca}_4]$ at strong input path synapse to peak $[\text{Cal-Ca}_4]$ at weak input synapse as a function of reduced $R_m$ for different numbers of activated synapses. A: strong medial and weak lateral pp input. Lines separate regions where 0, 1, or $\geq 2$ action potentials were generated. B: strong lateral and weak medial pp input. Here lines merely indicate transition point between 0 and $\geq 1$ action potentials (AP) for different numbers of activated synapses.
FIG. 6. Ratio of peak [Ca-Ca₄] at strong input path synapse to peak [Ca-Ca₄] at weak input path synapse as a function of reduced \( R_m \) for different locations of reduced \( R_m \) for strong lateral and weak medial pp input. A: strong medial (300 synapses) and weak lateral (1 synapse) pp input. B: strong lateral (264 synapses) and weak medial (1 synapse) pp input.

FIG. 7. Symmetrical spatial convergence requires more inhibition in the distal third than in middle third of the dendritic tree. Ratio of peak [Ca-Ca₄] at strong input path synapse to peak [Ca-Ca₄] at weak input path synapse is shown as a function of number of synapses activated in strong input path. For “more distal” inhibition, \( R_m \) was 2,200 \( \Omega \) cm² in the middle third of the dendritic tree and soma, and 1,600 \( \Omega \) cm² in the distal third. For “more middle” inhibition, \( R_m \) was 1,600 \( \Omega \) cm² in the middle third of the dendritic tree and soma, and 2,000 \( \Omega \) cm² in the distal third. For “same” inhibition, \( R_m \) was 2,000 \( \Omega \) cm² in the soma and 2,000 \( \Omega \) cm² in the distal third. For “same” inhibition, \( R_m \) was 2,000 \( \Omega \) cm² in the soma and 2,000 \( \Omega \) cm² in the distal third.

Table 2. With target \( R_m \) values of 2,200 \( \Omega \) cm² for the soma and middle third of the dendritic tree and 1,600 \( \Omega \) cm² for the distal third (as suggested from Figs. 5 and 7), eight-pulse, 400 Hz stimulation of 264 lateral pp or 300 medial pp excitatory synapses should also activate inhibition comparable to 76–145 inhibitory synapses activated at 100 Hz. The spatial distribution of these synapses should be 41–82 in the distal third of the dendritic tree, 28–56 in the middle third, and 7 at the soma.

When these inhibitory synapses were distributed over the cell in the model, there was considerable variation in the degree of match to the target \( R_m \) on individual dendrites. The addition of a single synapse could reduce the average \( R_m \) from 2,200 to 1,600 \( \Omega \) cm², for example. Nevertheless, we distributed the synapses as best as we could to match the

<table>
<thead>
<tr>
<th>Target ( R_m ) ( \Omega ) cm²</th>
<th>Frequency Interval, ms</th>
<th>Soma</th>
<th>Middle Third</th>
<th>Distal Third</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,600</td>
<td>4</td>
<td>6</td>
<td>24–48</td>
<td>26–52</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8</td>
<td>31–62</td>
<td>35–70</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>9</td>
<td>38–76</td>
<td>41–82</td>
</tr>
<tr>
<td>1,800</td>
<td>4</td>
<td>5</td>
<td>22–44</td>
<td>23–46</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>28–56</td>
<td>30–60</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>8</td>
<td>34–68</td>
<td>37–74</td>
</tr>
<tr>
<td>2,000</td>
<td>4</td>
<td>5</td>
<td>19–38</td>
<td>21–42</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6</td>
<td>25–50</td>
<td>27–54</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>8</td>
<td>31–62</td>
<td>33–66</td>
</tr>
<tr>
<td>2,200</td>
<td>4</td>
<td>4</td>
<td>18–36</td>
<td>19–38</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>6</td>
<td>23–46</td>
<td>25–50</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>7</td>
<td>28–56</td>
<td>30–60</td>
</tr>
<tr>
<td>2,400</td>
<td>4</td>
<td>4</td>
<td>16–32</td>
<td>18–36</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5</td>
<td>21–42</td>
<td>23–46</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>6</td>
<td>25–50</td>
<td>28–56</td>
</tr>
</tbody>
</table>

\( R_m \), membrane resistivity.

Quantifying the number of inhibitory synapses activated by strong pp input

The values of \( R_m \) that maximized the spatial convergence requirement were used to estimate the amount of inhibition activated by pp input. Simulations were performed to check that the estimated number of inhibitory synapses and their frequency of activation would, indeed, satisfy the spatial convergence requirement.

The number of inhibitory synapses activated by pp input was computed with Eq. 5, assuming the GABA₄ kinetics in Eq. 3. A potential problem with this is that the parameter values used in Eq. 3 were taken from data on somatic synapses (DeKoninck and Mody 1994), and properties of dendritic GABA₄ synapses may be different (Soltesz et al. 1995). Consequently, we present ranges of values for the number of dendritic GABA₄ synapses assuming that their peak conductance may be as little as one-half that of somatic GABA₄ synapses. These ranges of values as a function of frequency of activation and target \( R_m \) value are given in
Quantifying inhibition duration and timing

With the additional inhibitory synapse located as in Fig. 8B, the number of times each inhibitory input was activated at 100 Hz was varied to determine the minimum number needed to preserve the spatial convergence requirement.

It was found that the eight-pulse, 400 Hz tetanus to the pp should cause inhibitory synapses to be activated at least four times each. Peak $[\text{Ca}^{2+}]$ values and the ratios of peak values between strong and weak input pathways were identical whether inhibitory synapses were activated 5 or 20 times at 100 Hz. When the number of times inhibitory synapses were activated was reduced to four, the peak $[\text{Ca}^{2+}]$ values and the ratios affected only marginally. However, substantial differences were found when inhibitory synapses were activated fewer than four times. In these cases the shunting effect of the inhibition was not complete (Fig. 9). When each inhibitory synapse was activated only twice and there was strong lateral pp input, the excitatory conductance was able to depolarize the cell again within 10 ms of the last inhibitory input, and the cell fired two action potentials (Fig. 9A). Activating inhibitory synapses three times shunted much of the residual excitation (Fig. 9, A and B), but not enough to prevent the ratios of peak $[\text{Ca}^{2+}]$ values between strong and weak input path synapses from being reduced to 3.5 and 3.0 from the 4.0 and 3.7 values found above.

The delay to the start of activation of inhibition was varied to determine how soon the inhibition had to be activated after the start of excitatory input to maintain the spatial convergence requirement.

It was found that most inhibitory synapses should be activated in the first 2–5 ms after the start of the pp input. In the baseline case, the first activation times of the four groups of inhibitory synapses were at 2, 5, 7, and 5 ms. When the first activation time of the last group was changed to 0 ms, the peak $[\text{Ca}^{2+}]$ values and the ratio of peak values between strong and weak input pathways were changed only slightly (Fig. 10). When the first activation time of the last group was changed to 10 ms, the ratio of the peak $[\text{Ca}^{2+}]$ values was not matched exactly on every dendrite made it difficult to determine an optimal number of inhibitory synapses and synapse distribution to maximize the spatial convergence requirement for the particular pair of excitatory synapses being studied. With 76 inhibitory synapses activated at 100 Hz in the model at times noted above, peak $[\text{Ca}^{2+}]$ at the strongly activated path synapses was 3.4 times higher for strong medial pp input and 4.1 times higher for strong lateral pp input than at the weakly activated synapse. In an attempt to equalize the ratios, an additional inhibitory synapse was added distal to the lateral pp synapse (Fig. 8A). This made the ratio of peak $[\text{Ca}^{2+}]$ values with strong medial pp input larger than that for strong lateral pp input (4.2 vs. 3.3). This additional synapse was moved along the dendrite proximally. When the additional inhibitory synapse was placed equally between the two observed locations, both ratios were increased, but the lack of symmetry was not improved (3.6 vs. 4.3). Only when the additional synapse was placed just proximal to the lateral pp synapse were the ratios close to equal (4.0 vs. 3.7) (Fig. 8B). Because of the large effects adding individual inhibitory synapses had on peak $[\text{Ca}^{2+}]$ and the $[\text{Ca}^{2+}]$ ratios, further tuning of the placement, activation frequency, and times of activation of inhibitory synapses to provide a more symmetrical spatial convergence requirement was not done.
W. R. Holmes and W. B. Levy

Activation of a very powerful shunting inhibition could account for the spatial convergence requirement, we sought to quantify this inhibition. The experimental results of White et al. (1988, 1990) demonstrated a symmetry in this requirement. Neither strong lateral pp input paired with weak medial pp input nor strong medial pp input paired with weak lateral pp input would allow associative LTP of the weak input path. By making use of this symmetrical relationship, we were able to quantify the inhibition activated with eight-pulse, 400 Hz pp input. An important experimental constraint satisfied by the model was that cell firing is necessary to induce LTP of medial pp synapses with strong medial pp input, but cell firing is not necessary to induce LTP of lateral pp synapses with strong lateral pp input.

Numbers of inhibitory synapses activated by pp input

Anatomic data impose an upper limit on the number of inhibitory synapses on a dentate granule cell. Halasy and Somogyi (1993a) report that the number of GABA positive synapses constitutes \( \approx 7.5\% \) of the total number of synapses in the molecular layer. Fišková et al. (1994) report percentages of 3.7, 6.1, and 9.8\% for the inner, middle, and distal thirds of the molecular layer in a population of ethanol-sensitive mice. Assuming there are 4,000 synapses on a dentate granule cell, then these data suggest that \( \approx 300 \) are inhibitory. This means that the middle and distal thirds of the molecular layer contain the majority of GABA-positive synapses.

\[ \text{FIG. 9} \]
Inhibitory synapses should be activated \( \approx 4 \) times at 100 Hz for shunting inhibition to be effective. Inhibitory synapses were activated either 2, 3, 4, 5, or 20 times at 100 Hz. A: voltage at lateral pp synapse with strong lateral, weak medial pp activation. The 2 late peaks when inhibitory synapses were activated only 2 times are due to action potential invasion of the distal dendrite. B: voltage at medial pp synapse with strong medial, weak lateral pp activation. The 2 peaks near 5 and 20 ms are due to action potential invasion of the dendrite.

\[ \text{FIG. 10} \]
Inhibition should be activated within 2–5 ms of activation of excitatory synapses. A: \([\mathrm{Ca}^2+]_m\) at medial and lateral pp synapses with strong medial, weak lateral pp input when 4 groups of inhibitory synapses were 1st activated at times indicated. B: \([\mathrm{Ca}^2+]_m\) with strong lateral, weak medial pp input.

Discussion

Our initial goal was to determine the basis of the spatial convergence requirement for associative LTP, i.e., why co-activation of a strong ipsilateral pp input with a weak contralateral pp input will not induce associative LTP in the weak input path unless both inputs project to the same dendritic domain. Our previous dentate granule cell model (Holmes and Levy 1990a) did not include inhibition and was not consistent with this requirement. Our early attempts to explain the spatial convergence requirement with shunting inhibition (Holmes and Levy 1990b) failed because we did not include sufficient inhibition in the model. We underestimated what the descriptive terms substantial inhibition or powerful inhibition meant quantitatively. Once it was determined that activation of a very powerful shunting inhibition could account for the spatial convergence requirement, we sought to quantify this inhibition. The experimental results of White et al. (1988, 1990) demonstrated a symmetry in this requirement. Neither strong lateral pp input paired with weak medial pp input nor strong medial pp input paired with weak lateral pp input would allow associative LTP of the weak input path. By making use of this symmetrical relationship, we were able to quantify the inhibition activated with eight-pulse, 400 Hz pp input. An important experimental constraint satisfied by the model was that cell firing is necessary to induce LTP of medial pp synapses with strong medial pp input, but cell firing is not necessary to induce LTP of lateral pp synapses with strong lateral pp input.
dendritic tree will have ~80–120 inhibitory synapses each. Consequently, our results suggest that strong pp stimulation (8 pulses at 400 Hz) will activate 20–50% of the inhibitory synapses in the distal two-thirds of the dendritic tree depending on the frequency of inhibitory synapse activation.

Although this implies that a very large percentage of the inhibitory synapses in the cell is activated, this is not unreasonable because inhibition in the dentate has been reported previously to be quite powerful. Staley and Mody (1992) report a 5:1 ratio of GABAergic conductance to glutamatergic conductance in dentate granule cells following pp stimulation. It is difficult to compare this ratio directly with the model because of the different stimulation conditions, but given the 5- to 10-fold larger peak GABA<sub>A</sub> conductance than peak α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) conductance in the model, together with the longer GABA<sub>A</sub> conductance duration and the smaller number of GABAergic synapses activated, then the inhibition is of similar magnitude. The results given here also show that more inhibition is activated as the strength of the pp activation is increased, as one might expect.

Furthermore, the amount of inhibition predicted by the model is consistent with LTP induction threshold parameters. LTP can be induced in the lateral pp with stimuli that are below the threshold for generation of a population spike as observed extracellularly. LTP in the medial pp requires a stimulus just above that which generates a population spike. The strength of inhibition suggested by the model prevents a strong lateral pp input from causing an action potential in the cell, but allows a strong medial pp input to generate one to two action potentials. Action potential generation provided a significant boost to calcium influx at medial pp synapses in the model even though dendrites in the distal two-thirds of the dendritic tree were passive. If lateral pp input were of sufficient strength to cause an action potential, the spatial convergence requirement would not be satisfied because of increased calcium influx at the medial pp synapse. The boost in depolarization at lateral pp synapses following an action potential is much smaller and has much less of an effect on calcium influx there.

Source of the inhibition

The model suggests that the source of the inhibition should be interneurons rather than direct connections of pp axons. Anatomic studies show that there is direct inhibitory input to the dentate via the pp (Germroth et al. 1989), but the number of connections is small and they are made mostly to the outer third of the dendritic tree. Results of the model are consistent with these data. The model results argue strongly against direct inhibitory connections in the medial pp because strong activation of the medial pp would then activate more inhibition in the middle third of the dendritic tree than in the distal third, and this would be inconsistent with the spatial convergence requirement. Conversely, direct inhibition in the lateral pp would not contradict the spatial convergence requirement as long as the inhibition is weak compared with that from interneurons.

For interneurons to be the source of this strong inhibition, interneurons must receive contacts from pp axons and have their axons terminating on granule cells in the distal two-thirds of the dendritic tree. Anatomic studies suggest that the interneurons needed to provide this inhibition are present in the dentate. Interneurons having their dendrites and axons in the outer two-thirds of the molecular layer have been described (Buckmaster and Schwartzkroin 1995; Hallas and Somogyi 1993b; Han et al. 1993; Soriano and Frotscher 1993), and there is evidence that pp fibers form contacts on interneurons (Zipp et al. 1989). The axonal arborizations of some of these interneurons have been found to extend up to half of the total septotemporal length of the hippocampus (Buckmaster and Schwartzkroin 1995; Struble et al. 1978), suggesting that pp input might cause these cells to inhibit large parts of the dentate. In the model, inhibition at the soma was not essential for the spatial convergence requirement, although such inhibition may occur with pp input. The role of somatic inhibition was to delay or suppress action potential generation and shift slightly the amount of inhibition required to satisfy the spatial convergence requirement.

The firing patterns of inhibitory interneurons during an LTP-inducing stimulus are not known, but the model requires that interneurons fire in response to pp input even when the granule cells do not. Dentate hilar cells with dendrites in the molecular layer have been shown to have a lower threshold for activation by pp input than granule cells (Scharfman 1991), and it seems likely that this would be true for most interneurons because of their smaller size and larger input resistance. The model also requires that interneurons be able to fire at high frequencies in response to pp input. Scharfman and Schwartzkroin (1990) report that interneurons are able to fire at up to 1,000 Hz when stimulated at such a frequency, and the majority of interneurons does not show firing attenuation (Scharfman et al. 1990).

For effective shunting to take place, the model suggests that an eight-pulse, 400 Hz tetanus should cause inhibitory synapses to be activated four or more times. This does not seem to be an unreasonable number given the high excitability of interneurons noted above. Effective shunting also requires that the inhibition be activated within the first 5 ms after the pp synapses are activated. If fast-activated voltage-dependent sodium or calcium channels are present on these dendrites, then the delay to first activation may have to be shorter than found here.

Alternatively, some of the required inhibition could come from tonic release of GABA by interneurons forming synapses in the distal two-thirds of the dendritic tree. pp activation would still have to increase the frequency of this tonic release according to the strength of the stimulus. This persistent shunting inhibition would eliminate the need for precise timing of the activation of inhibition relative to the excitation. For this mechanism to work, interneurons forming synapses in the inner third of the dendritic tree should not release GABA tonically because this would not be consistent with the spatial convergence requirement. Because different interneurons form synapses in the inner third of the dendritic tree than in the outer two-thirds, this remains a possibility. Taken together with the reports mentioned above, the source of inhibition required by the model is likely to be present in the dentate.
Target of the inhibition

Although medial pp input provides excitation only to the middle third of the dendritic tree and lateral pp input provides excitation only to the distal third of the dendritic tree, either input should strongly activate inhibition in both the middle and distal thirds of the dendritic tree. This is not surprising, because the source of the inhibition is interneurons, and there is evidence for interneurons having their dendrites and axons in the outer two-thirds of the molecular layer as mentioned above. However, pp input should activate few or no inhibitory synapses in the inner third of the dendritic tree (at least within the 1st 50 ms). Such inhibition would also act against the spatial convergence requirement.

Inhibition should be stronger in the distal third of the dendritic tree than in the middle third. From cable theory, one expects severe voltage attenuation in the distal-to-proximal direction, but minor attenuation in the reverse direction (Rall 1989). Stronger inhibition is needed in the distal third to reduce the voltage there following input to the middle third of the dendritic tree. Anatomic studies provide a basis for stronger distal inhibition. Fifkova et al. (1994) find that the percentage of GABAergic synapses in the distal third of the dendritic tree is higher than in the middle third. Chan-Palay (1978) reports that the highest density of GABA receptors in the dentate molecular layer, as determined by $[^3H]$muscimol autoradiography, is in the distal third. Inhibition in the distal third might even be stronger than suggested here if the release of opioid peptides with lateral pp activation reduces inhibition in the distal third (Bramham 1992). This mechanism would strengthen the spatial convergence requirement.

Sculpting role of inhibition

Inhibition can play a role in limiting potentiation to particular dendritic regions, particular dendrites within regions, and even to particular synapses. If inhibition is activated in all regions of the dendritic tree, then the distal third acts as an independent unit with regards to potentiation, but the middle third does not. If inhibition is activated in the outer two-thirds of the dendritic tree, both the middle third and distal thirds may act as independent units. This might be desirable if the medial and lateral entorhinal cortex convey different types of information. On particular dendrites, addition or deletion of inhibitory synapses may change $[Ca_{i}]$ levels in all excitatory synapses on the dendrite and thus affect potentiation there. Within a dendrite, addition of a single inhibitory synapse may control peak $[Ca_{i}]$ in a single synapse or a small group of synapses. Control may occur at a finer level if extrasynaptic GABA$_A$ receptors are present and are activated. This potential physiological role for extrasynaptic GABA$_A$ receptors could ameliorate the difficulty we had with distributing the necessary dendritic GABA$_A$ synapses to maximize the spatial convergence requirement.

Criteria for LTP induction

In Holmes and Levy (1990a), the criteria for LTP induction was peak spine head $[Ca^{2+}]$, and a steep nonlinearity in spine head $[Ca^{2+}]$ occurred once the spine head calcium buffer became saturated. With conditions thought to induce LTP, peak spine head $[Ca^{2+}]$ in the model reached 20–30 $\mu$M, consistent with values recently obtained experimentally (Petrozzino et al. 1995). However, the buffer rate constants were different here. Calmodulin was assumed to be the primary buffer, and the rate constants estimated by Linse et al. (1991) for the binding of calcium to calmodulin were used in this study. Although peak spine head $[Ca^{2+}]$ values in the model are still 20–30 $\mu$M, we now see only a 2-fold difference in spine head $[Ca^{2+}]$ when modeling stimulation conditions that do and do not lead to LTP (see Fig. 3), whereas a 10-fold difference was found with the old model. This suggests that buffer saturation may no longer be an attractive hypothesis to explain LTP induction, and also that it may not be so easy to distinguish between calcium levels thought to lead to LTP or long-term depression (Neveu and Zucker 1996). Nevertheless, two-fold differences may imply the existence of a (non-calmodulin-dependent) reaction catalyzed by high concentrations of calcium. However, in the present model we extended the measure for LTP induction to include peak $[Ca_{i}]$ as well as peak $[Ca^{2+}]$, and found that two-fold differences in peak spine head $[Ca^{2+}]$ were magnified into four-fold differences in peak $[Ca_{i}]$. We assume that these differences will be magnified further by subsequent biochemical reactions.

Comments about the model

There are several other factors affecting peak spine head $[Ca_{i}]$ values that may need to be included in future models. There is some evidence that the synaptic conductances at medial and lateral pp synapses are different (Abram and McNaughton 1984; McNaughton 1980). Because we do not have the data to quantify these differences at present, we assumed that the conductance kinetics were identical at all excitatory synapses. Although synaptic conductances were computed from receptor binding equations instead of the usual double-exponential functions, it is not clear that the NMDA conductance is represented adequately. It may be necessary to include glycine in the binding reaction equations. Perhaps a more important problem is that the probability of transmitter release may be highly variable among synapses (Hessler et al. 1993), whereas here it is assumed to be 1.0 for all synapses. This problem may be minimized here because the results depend on the interaction of excitation and inhibition, and the effect of making release probability variable for both types of synapses may cancel out. This needs to be studied further. Finally, the results reported were obtained without voltage-dependent conductances in most of the dendritic tree, and voltage-dependent conductances have been found in dendrites of hippocampal cells (Magee and Johnston 1995; Spruston et al. 1995). However, the densities of such conductances in dentate granule cells are thought to be much lower than in CA1 or CA3 pyramidal cells (Fricke and Prince 1984). Work by Jefferys (1979) suggests that action potentials back-propagate to the middle third but not to the distal third of dentate granule cells. However, in the present simulations with passive dendrites, depolarization caused by action potentials is substantially larger in the middle third than in the distal third of the dendritic tree (Fig. 9). Preliminary calculations suggest that
the densities of dendritic voltage-dependent conductances required to reproduce the Jefferys result are very low and that including them would not change the conclusions of the present study, but further work is needed. Nevertheless, results of the present model suggest that pp input can activate interneurons to provide powerful inhibition to dentate granule cells. This inhibition can isolate potentiated synapses to particular dendritic domains, and the location of activated inhibitory synapses may affect potentiation of individual synapses on individual dendrites.
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