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Cook, Erik P. and Daniel Johnston. Voltage-dependent properties of dendrites that eliminate location-dependent variability of synaptic input. J. Neurophysiol. 81: 535–543, 1999. We examined the hypothesis that voltage-dependent properties of dendrites allow for the accurate transfer of synaptic information to the soma independent of synapse location. This hypothesis is motivated by experimental evidence that dendrites contain a complex array of voltage-gated channels. How these channels affect synaptic integration is unknown. One hypothesized role for dendritic voltage-gated channels is to counteract passive cable properties, rendering all synapses electrotonically equidistant from the soma. With dendrites modeled as passive cables, the effect a synapse exerts at the soma depends on dendritic location (referred to as location-dependent variability of the synaptic input). In this theoretical study we used a simplified three-compartment model of a neuron to determine the dendritic voltage-dependent properties required for accurate transfer of synaptic information to the soma independent of synapse location. A dendrite that eliminates location-dependent variability requires three components: 1) a steady-state, voltage-dependent inward current that together with the passive leak current provides a net outward current and a zero slope conductance at depolarized potentials, 2) a fast, transient, inward current that compensates for dendritic membrane capacitance, and 3) both α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid– and N-methyl-D-aspartate–like synaptic conductances that together permit synapses to behave as ideal current sources. These components are consistent with the known properties of dendrites. In addition, these results indicate that a dendrite designed to eliminate location-dependent variability also actively back-propagates somatic action potentials.

I N T R O D U C T I O N

Experimental evidence established that the dendrites of central neurons contain a complex array of voltage-gated channels (for reviews see Johnston et al. 1996; Stuart et al. 1997; Yuste and Tank 1996). How these channels affect neuronal processing of synaptic input is unknown. Many plausible hypotheses have been proposed regarding the role active dendrites play in synaptic integration (e.g., Bernander et al. 1994; Mel 1993; Shepherd and Brayton 1987; Softky 1994; for a review see Mel 1994). One of the earliest was the “boosting hypothesis,” which proposed that dendritic voltage-gated channels counteract passive cable properties, rendering all synapses electrotonically equidistant from the soma (Andersen et al. 1980; De Schutter and Bower 1994; Jack et al. 1975; Miller et al. 1985; Schwindt and Crill 1995; Shepherd et al. 1985; see also De Schutter 1998). In this theoretical study we focus on this hypothesis by addressing the question: What voltage-dependent properties are necessary for a dendrite to implement the boosting hypothesis?

Rall (1959) modeled the passive electrical properties of dendrites with three cable parameters: axial resistance ($R_i$), membrane capacitance ($C_m$), and membrane conductance ($G_m$). With the passive model of dendrites the effect a synapse exerts at the soma depends on dendritic location. We refer to this as location-dependent variability of the synaptic input.

There are examples where synapse location may be an important component of the synaptic signal. For example, the large mossy fiber synaptic terminals on hippocampal CA3 cells may be positioned near the soma to strongly influence the somatic membrane potential. It is possible, however, that for large populations of homogeneous synaptic inputs (e.g., Schaffer collateral inputs onto hippocampal CA1 cells), eliminating the distortion caused by location-dependent variability would be desirable. This would be particularly important if information storage at these synapses is represented by the strength of the synaptic contact and not synaptic location, as proposed by many theories of neural network function. The idea that location should not be part of the synaptic signal was the primary motivation for this study.

We previously demonstrated that voltage-dependent inward currents can minimize location-dependent variability in a reconstructed CA1 neuron (Cook and Johnston 1997). In this study, we build on those results by now determining the theoretical requirements for not just minimizing but eliminating this variability. Starting with a simplified three-compartment passive neuron model, we found that a dendrite that eliminated location-dependent variability required three components: 1) a steady-state depolarization-activated inward current that together with the passive leak current produced an outward current with a zero slope conductance, 2) a fast, transient, depolarization-activated inward current that compensated for dendritic capacitance, and 3) both α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)- and N-methyl-D-aspartate (NMDA)-like synaptic conductances that together allowed synapses to behave as ideal current sources. In addition, we found that a dendrite designed to eliminate location-dependent variability also actively back-propagates somatic action potentials.

M E T H O D S

The neurophysiological modeling program NEURON was used for all simulations (Hines 1993). Figure 1A illustrates the basic three-compartment model. The passive parameters were $G_m = 0.1 \mu S/cm^2$ (equivalent...
RESULTS

Location-dependent variability in passive dendrites

We first illustrated location-dependent variability by using the model in Fig. 1A. This model had a passive soma compartment and two passive dendritic compartments to which synaptic input was applied. Location-dependent variability was demonstrated by applying a sustained conductance synaptic input to the dendrites in three different spatial arrangements: 1 nS on the proximal compartment only, 0.5 nS applied to both compartments, or 1 nS on the distal compartment only. In each case, the total strength of the synaptic input ($G_{syn}$) was the same, and only the spatial pattern was varied. In Fig. 1B, the somatic ($V_{soma}$) and distal dendritic dendritic ($V_{dist}$) potential is shown in response to each of these patterns of synaptic input. Each heavy bar represents the duration of the synaptic input (100 ms), with its location indicated. Although $G_{syn}$ for each pattern was identical, the amount of somatic depolarization varied. A model that had no location-dependent variability would have produced the same response at the soma for each of the three input patterns.

Figure 1C illustrates location-dependent variability for a range of $G_{syn}$ values. The peak somatic potential is plotted as a function of the total synaptic strength for each of the three input patterns. As predicted by passive cable theory, the proximal input is always more effective than either the distributed or distal input patterns. We now posed the following question. How might this variability be eliminated? In this case, the differences in the peak response among the three spatial patterns would be zero. Thus $V_{soma}$ would only be a function of the total strength of the synaptic input.

Dendritic voltage-dependent conductances alone cannot eliminate location-dependent variability

We previously demonstrated that location-dependent variability can be reduced with dendritic voltage-dependent channels (Cook and Johnston 1997). Such a mechanism alone, however, cannot eliminate location-dependent variability. To understand this, one must examine the circuit of the passive model in Fig. 1. The basic problem faced by any mechanism attempting to eliminate location-dependent variability is that, as a synaptic conductance is activated, it alters the electrical circuit of the dendrites. Every different spatial pattern and strength of synaptic input results in a different dendritic circuit. As a result, there is no direct correspondence between the dendritic membrane potential and the strength of synaptic input. This makes it impossible for any voltage-dependent membrane conductance alone to eliminate location-dependent variability for all possible patterns of synaptic input.

The situation might be different, however, if synapses were approximated by ideal current sources rather than conductance changes. Ideal current sources have infinite input resistance and would not affect the dendritic circuit when activated. To test this, we replaced the synaptic conductances in our model with ideal current sources. Figure 2A illustrates synaptic inputs modeled as ideal current sources ($I_s$). The total input strength

---

1 The sustained synaptic conductance was intended to represent the time-averaged effect from a train of EPSPs (Bernander et al. 1991).
(I_{syn}) was varied to produce the same range of peak somatic depolarizations as in Fig. 1C. Peak somatic responses are shown in Fig. 2B with each value of I_{syn} applied in the three different spatial input patterns. Location-dependent variability is still present even with synapses modeled as ideal current sources, although the relationship between the somatic response and I_{syn} is now linear.

**Adding a steady-state voltage-dependent current to the dendrites**

With synapses modeled as ideal current sources, it now becomes possible to apply a simple approach to eliminate location-dependent variability. If a depolarization-activated inward current that produced a negative-slope conductance equal to \(-G_m\) were added to the dendrites, only a fixed amount of synaptic current would escape across the dendritic membrane as it traveled toward the soma. The amount of current escaping across the dendritic membrane would be independent of the dendritic membrane potential. The remaining synaptic current would reach the soma regardless of where it entered the dendrite.

To accomplish this, we added an instantaneous voltage-dependent conductance (G_v) to the dendritic membrane (Fig. 3A). This current activated at \(-55\) mV and produced a negative slope conductance equal to \(-G_m\). The effect of G_v on the dendritic I-V relationship is shown in Fig. 3B. G_v produces an inward current (I_v) that counteracts the positive slope conductance of the leak current (I_m) to produce a net current (I_m + I_v) with a zero slope conductance. A zero slope conductance allows all synaptic current entering the dendrites (minus a fixed amount) to arrive at the soma. All depolarization activated inward currents (e.g., voltage-gated Na^+ and Ca^2+ currents) produce negative slope conductance relationships.

Although in theory the addition of G_v should have eliminated location-dependent variability, it did not. Figure 3C illustrates V_{soma} in response to the three spatial synaptic input patterns. On obtaining a membrane potential of \(-55\) mV, the zero slope conductance of I_m + I_v introduced an infinite membrane time constant in the dendrites, and V_{soma} slowed considerably. Note, however, that this occurs only in the depolarizing direction. When the synaptic current injection ends, the membrane rapidly hyperpolarizes with a time constant similar to the passive model in Fig. 1B. This is due to the constant outward current of I_m + I_v rapidly charging the dendritic capacitance.

2 \(^G_v\) is similar to \(G_{boost}\) used in Cook and Johnston (1997).
Capacitive compensation with a fast, transient, dendritic voltage-dependent conductance

The addition of \( G_v \) to the dendrites eliminated the location-dependent loss of synaptic current across the dendritic membrane yet introduced the undesirable infinite time constant. The capacitive current is \( I_c = C \frac{dv}{dt} \) and is outward with membrane depolarization. This suggests the need for a transient inward current to compensate for \( I_c \). Such a current would “supercharge” the membrane, allowing rapid depolarization. An example of this occurs in voltage-clamp amplifiers that make use of capacitive compensation to allow fast changes in clamp potential.

A transient voltage-dependent conductance (\( G_t \)) was constructed with the activation, inactivation, and time constants of activation and inactivation as free parameters. We inserted \( G_t \) into the dendrites of the model, which also contained the steady-state conductance \( G_v \) (Fig. 4A). Numerical methods were used to find the set of parameters for \( G_t \) that best eliminated location-dependent variability and provided a fast response at the soma. The parameters for \( G_t \) were fitted for both dendritic compartments simultaneously. Details of the numerical methods are described in the APPENDIX.

After many iterations, the computer produced a model of \( G_t \) for each dendrite compartment that together with \( G_v \), eliminated location-dependent variability without compromising the speed of somatic depolarization. Voltage-clamp responses of the transient current (\( I_t \)) produced by \( G_t \) are shown in Fig. 4B for each dendritic compartment. The time constant of activation was found to be very fast, whereas the time constant of inactivation was much slower. The \( I-V \) relationship of the peak current is shown in Fig. 4C.

With \( G_v \) added to the dendritic membrane, the model eliminated location-dependent variability of the synaptic input and responded quickly in the depolarizing direction (Fig. 4D). Figure 4E illustrates that location-dependent variability is eliminated for a range of synaptic input strengths (compare with Fig. 2B). The presence of location-dependent variability for values of peak \( V_{soma} \) less than \(-50 \) mV results from the lack of sufficient dendritic depolarization to activate \( G_v \) in both dendritic compartments.

A role for the NMDA voltage-dependent synaptic current

The dendritic model that eliminated location-dependent variability required synapses to behave as ideal current sources. When the current sources of the model in Fig. 4A were replaced with synaptic conductances, location-dependent vari-
ability returned (Fig. 5). This increase in location-dependent variability came from two sources. First, the synaptic conductances added a positive slope conductance to the membrane. This upset the balance between $G_m$ and $G_v$, resulting in a dendrite that no longer had a net zero slope conductance membrane. Second, the amount of synaptic current entering the dendrites is now affected by the dendritic membrane potential, which is determined by the spatial pattern of synaptic input.

It is possible to eliminate these two consequences of the synaptic input by adding a NMDA-like voltage-dependent synaptic conductance ($G_n$) to the model, as shown in Fig. 6A. The proper ratio of AMPA- ($G_a$) and NMDA-like conductance produced a synaptic current that behaves as an ideal current source over a limited range of dendritic membrane potentials. Figure 6B illustrates the $I$-$V$ relationship of the AMPA- ($I_a$) and NMDA-like ($I_n$) currents for a ratio of $G_n$ to $G_a$ of 2.2. From approximately $-50$ to $-30$ mV, the net synaptic current ($I_n + I_a$) behaved as an ideal current source. The resulting synaptic current is voltage independent and thus does not affect the overall membrane $I$-$V$ relationship.

Figure 6C illustrates somatic ($V_{soma}$) and distal dendritic ($V_{dist}$) potentials in response to the three spatial patterns of synaptic input. Compared with Fig. 1B, location-dependent variability was effectively eliminated for the somatic responses. Figure 6D illustrates the lack of location-dependent variability for a range of input strengths (where $G_s = G_n + G_a$).
variability over a range of $G_{\text{syn}}$ (compare with Fig. 1C). As the total synaptic conductance is increased beyond 1.25 nS, the dendritic potential exceeds the range in which the synaptic conductances behave as ideal current sources, and location-dependent variability returns.

**Back-propagation of dendritic action potentials**

One consequence of active dendrites that eliminate location-dependent variability is their ability to back-propagate somatic action potentials. Figure 7 illustrates the propagation of an action potential initiated in the soma for passive (Fig. 1A) and active dendrites (Fig. 4A). For these simulations, fast Na$^+$ and delayed-rectifier K$^+$ currents were added to the soma only. The action potential was initiated with a short (20 ms) current injection to the soma. Although we did not explicitly develop the model of active dendrites to back-propagate action potentials, it is a natural consequence of the capacitive compensation produced by $G_t$.

**DISCUSSION**

By using a simplified model we determined the voltage-dependent properties required by dendrites to rapidly and accurately communicate the strength of their synaptic inputs to the soma. This model eliminated location-dependent variability and, as an indirect result, produced back-propagating dendritic action potentials. To accurately convey synaptic strength, dendrites have to overcome passive cable properties. To do this, dendrites require three principle voltage-dependent mechanisms: 1) a steady-state voltage-dependent inward current that results in a net outward current with a zero slope conductance. This net outward current allowed the dendrites to quickly repolarize back to the resting membrane potential. 2) A fast, transient, voltage-dependent inward current that compensated for the membrane capacitance. 3) Both AMPA- and NMDA-like synaptic conductances that together allow the synaptic input to behave as an ideal current source. All three mechanisms are consistent with known dendritic physiology. With the exception of the NMDA-like voltage-dependent synaptic conductance, we did not attempt to model specific channel types. In our model, it is assumed that $G_v$ and $G_t$ represent the net interaction of many types of voltage-gated channels.

We believe that the three voltage-mechanisms proposed comprise the only way to eliminate location-dependent variability in a passive dendrite. In this way, the amount of somatic depolarization is only a function of the strength of the synaptic input. The exact spatial pattern of synaptic input does not affect the somatic response. It has been suggested that synaptic conductances may increase with distance from the soma (Brown et al. 1990; Pettit and Augustine 1997). This approach could theoretically reduce location-dependent variability but not eliminate it. Even if individual synapses were scaled in strength to provide the same effect at the soma, different spatial patterns of synaptic input would still produce different electrical circuits in the dendrites.

The dendritic voltage-dependent mechanisms proposed in this model produce a zero slope conductance with a net outward current ($I_m + I_v$ in Fig. 3). This net outward current is important for providing stability and may also suggest why dendrites exhibit passive properties at resting membrane potentials. If the dendritic membrane produced a zero slope conductance with a net inward current instead of a net outward current, the dendrites would be unstable and rapidly depolarize. This zero slope conductance relationship would not be required for all depolarized potentials, as modeled in Fig. 3B. Only in its operating voltage range would a region of dendrite require the zero slope conductance. It should also be noted that the linear relationship between somatic depolarization and synaptic input strength seen with our model is not essential for eliminating location-dependent variability.

Our use of voltage-dependent channels to counter the effects of membrane capacitance and membrane leak is analogous in concept to the use of active feedback processes for transmission in telecommunications cables (Black 1983). Furthermore, Bell (1992) demonstrated that voltage-dependent conductances can self organize based on a learning rule that flattens the voltage curvature of the membrane, thereby faithfully reproducing a previously presented voltage signal. Although we addressed a different dendritic function, our study produced a similar model with the important difference of a net outward current across the dendritic membrane.

In our previous study we demonstrated that realistic voltage-gated inward currents could provide the negative-slope conductance necessary to reduce location-dependent variability in a fully reconstructed CA1 neuron (Cook and Johnston 1997). However, we could not eliminate location-dependent variability. A major limitation of the previous model was that the membrane time constant of the dendrites became very large, making the model unresponsive. Using a more tractable neuron model in this study allowed us to explore the dendritic mechanisms that eliminate location-dependent variability and maintain rapid responses at the soma.

We propose that voltage-dependent currents found in dendrites together provide the equivalent functions of $G_v$ and $G_t$. Estimates from dendritic patch recordings suggested a small bias of outward over inward current (Magee et al. 1998). Our model is in agreement with these experimental results. It has not been shown, however, whether dendritic voltage-dependent channels produce a net steady-state zero slope conductance $I-V$ relationship at depolarized potentials.

Dendrites contain many voltage-gated channels with fast...
transient properties (e.g., $I_{Na}$ and $I_{A}$) that together could produce the equivalent effect of $G_m$. A dendrite using these currents to reduce capacitance loading would naturally back-propagate somatic action potentials. It has been shown that the composition of dendritic voltage-dependent channels varies with distance from the soma (Hoffman et al. 1997; Magee 1998; Magee and Johnston 1995). This does not necessarily indicate that different regions of the dendrites play different roles in processing synaptic inputs. Because the activation curves of voltage-gated channels are nonlinear, regions of dendrites that operate under different voltage ranges would require different combinations of channels to provide the same function. Indeed, distal dendrites experience increased depolarization during synaptic input (Cook and Johnston 1997). To reflect this, $G_m$ differed slightly between the proximal and distal dendritic compartments of our model.

It is generally assumed that the primary role of NMDA-receptor-mediated synaptic currents is to induce plasticity. It has been shown, however, that NMDA currents boost synaptic input in a voltage-dependent manner (Jones and Baughman 1988; Thomson et al. 1988) and may endow certain computational properties to the dendrites (e.g., Mel 1992). Experimental findings from both spinal cord neurons (Westbrook and Mayer 1984) and retinal ganglion cells (Diamond and Copenhagen 1995; Mittman et al. 1990) demonstrate that NMDA and non-NMDA currents can together allow synaptic inputs to behave as ideal current sources. These results support our use of NMDA current in eliminating location-dependent variability. As there is no evidence of plasticity in retinal ganglion cells, this suggests that the voltage dependence of the NMDA receptor may play a major role in synaptic integration. Additionally, it was recently demonstrated that NMDA currents provide the voltage dependence necessary to allow linear summation of excitatory postsynaptic potentials (EPSPs) activated at different dendritic locations in cultured neurons (Cash and Yuste 1998). The authors also found a delicate balance among several different voltage-dependent channel types, demonstrating the possibility that dendrites may be capable of precise regulation of channel densities required to produce a zero slope conductance.

Assumptions of the model

In addition to the primary assumption that the effects of $G_v$ and $G_m$ can be reproduced by the proper mix of real voltage-gated channels, several other important assumptions require discussion.

The first concerns the effects a more realistic synaptic input may have on the ability of the model to eliminate location-dependent variability. A sustained synaptic conductance was used to simplify evaluation of location-dependent variability and has been shown to have the same time-averaged effect on a passive membrane as that of a train of synaptic inputs modeled with alpha-functions (Bernander et al. 1991). Hence the model was not intended to reduce variability from a single EPSP. In addition, the model was designed to integrate the synaptic input with a 10-ms time constant. As capacitive current is proportional to the derivative of the membrane potential, fast fluctuations in dendritic $V_m$ would require increased compensating current. The magnitude of $I_c$ fit by the computer is ~5–10 times less than the measured Na$^+$ current density in hippocampal dendrites (Magee and Johnston 1995). This suggests that the model could have been designed with a faster integration time while maintaining a reasonable transient current density. Also, we did not model the kinetics of the NMDA conductance. How this might affect the balance between the AMPA- and NMDA-like slope conductances in our model was not determined. Finally, we did not include spines, which could play a significant role in determining the membrane potential synaptic conductances experience when activated.

A second major assumption is that the model would extend to a more realistic morphology. A two-compartment dendrite was employed to simplify the numerical derivation of the voltage-dependent current $I_c$. The mechanisms proposed to eliminate location-dependent variability are strictly local. As long as each small region of dendritic membrane maintains a zero slope conductance while compensating for capacitance, morphology would not affect the dendrite’s ability to eliminate location-dependent variability. This does imply, however, that the entire dendritic tree must be depolarized enough to activate the required voltage-dependent currents. In light of the estimated synaptic background activity that central neurons receive (Bernander et al. 1991), it is quite possible that dendrites exist in a constant state of depolarization. As most physiology data come from slice preparations, where cells receive almost no background activity, little is known about the normal operating range of dendrites.

Finally, only a passive soma was used. For a soma that produces action potentials, the firing rate is determined by the current flowing into the soma from the dendrites (Bernander et al. 1994). This current is directly proportional to membrane potential for a passive soma. Action potentials produced in the soma would cause transient membrane potential fluctuations in the dendrites. Preliminary simulations suggest, however, that this would have little effect on the voltage-dependent mechanisms presented in our model.

Implications of active dendrites that eliminate location-dependent variability

This study is based on the idea that dendrites serve to provide the soma with an accurate measure of synaptic input strength. This reduction in dendritic distortion can theoretically lead to enhanced performance in associative neural networks that use synaptic efficacy as the locus of memory storage (Cook and Johnston 1997). We designed our model to eliminate location-dependent variability on a timescale of tens of milliseconds. It was proposed that neurons may integrate synaptic inputs on a much faster timescale (Softky and Koch 1993). Dendrites that provide the soma with an accurate millisecond-by-millisecond report of input magnitude would still function within the basic principles outlined in this study. To function on such a fast timescale, however, the voltage-dependent mechanisms that maintain zero slope conductance and capacitance compensation would be truly elegant works of electrical engineering.

Compared with the many roles proposed for active dendrites, the hypothesis that dendrites act as high-fidelity transducers of synaptic input to somatic depolarization may at first seem computationally trivial. As we attempted to demonstrate,
dendrites that reduce location-dependent variability would require sophisticated mechanisms to maintain the correct balance of voltage- and time-dependent channels. How this regulation occurs is unknown. Recent studies have begun to explore the possibility that dendritic channels may self-organize in response to functional constraints (Bell 1993; Siegel et al. 1994; Turrigiano et al. 1998).

**APPENDIX**

**Voltage-dependent currents**

The voltage-dependent current \( I_t \) was modeled as

\[
I_t = \begin{cases} 
G_i(V - E_v) & \text{if } V > E_v \\
0 & \text{otherwise}
\end{cases}
\]  
(A1)

where \( E_v = -55 \text{ mV} \).

The transient voltage-dependent current \( I_t \) was modeled as

\[
I_t = \begin{cases} 
G_i(V - E_v) & \text{if } G_i > 0 \\
0 & \text{otherwise}
\end{cases}
\]  
(A2)

where \( E_v = 50 \text{ mV} \) and \( G_i \) was a function of time and membrane potential. To reduce the number of free parameters fit by the computer, we used a simplified difference model to describe \( G_i \):

\[
G_i = m - h
\]  
(A3)

\[
m = m_0 + (1 - e^{-\alpha m})(m_c - m)
\]  
(A4)

\[
h = h_0 + (1 - e^{-\alpha h})(h_c - h)
\]  
(A5)

\[
m_c = a_0 + a_1V
\]  
(A6)

\[
h_c = -m_c
\]  
(A7)

\[
\tau_m = c_0 + c_1V
\]  
(A8)

where \( \tau_m, \alpha_m, a_1, c_0 \), and \( c_1 \) were free parameters determined by the computer. In this model, \( m \) and \( h \) are state variables with first-order kinetics of \( \tau_m \) and \( \tau_p \), respectively, and have linear dependence on membrane potential. Our rational for constructing such a simplified model of \( I_t \) was one of practical consideration. Using the standard Hodgkin-Huxley formalism of multiplicative sigmoidal activation curves would have resulted in at least twice as many free parameters, which would have increased the difficulty of finding a good solution.

**Numerical methods for finding \( I_t \)**

The fast, transient, voltage-dependent current \( I_t \) was inserted into each dendritic compartment. A downhill simplex algorithm was then used to simultaneously find values for the five free parameters in each dendritic compartment [Nelder and Mead (1965) as reported by Press et al. 1986]. The criteria used to evaluate the numerical fits was the least-squared difference between the model in Fig. 4A and the model in Fig. 3A, which had \( C_m \) set to 0.01 \( \mu \text{Fcm}^{-2} \). The first 25 ms of the synaptic input was not used in the fitting procedure to help insure a good fit to the steady-state response. In this way, the parameters for \( I_t \) were derived that best compensated the dendritic capacitance. This fitting procedure was run 400 times, each with a different set of initial conditions. The parameters for \( I_t \) that best met the criteria were \( \tau_m = 0.1 \text{ ms} \) (our minimum value allowed), \( \alpha_m = 0.002696 \), \( a_1 = 2.09095 \times 10^{-5} \), \( c_0 = 0.850899 \), and \( c_1 = 0.006226 \) for the proximal dendritic compartment and \( \tau_m = 0.1 \text{ ms} \), \( a_0 = 0.0005673 \), \( a_1 = 1.79591 \times 10^{-5} \), \( c_0 = 0.926595 \), and \( c_1 = 0.006345 \) for the distal dendritic compartment. Of the fits attempted, \( \geq 50 \) produced qualitatively as good of performance as that shown in Fig. 4E, and of these, all produced fast transient inward currents. This would be expected for any capacitive compensation mechanism.
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