Oscillations and Long-Lasting Correlations in a Model of the Lateral Geniculate Nucleus and Visual Cortex
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INTRODUCTION

The lateral geniculate nucleus (LGN) is the thalamic relay for the mammalian visual system, receiving input from the retina and projecting to the visual cortex. But the intricate circuitry and numerous other inputs and projections of the LGN (Sherman and Koch 1998), including massive feedback from the visual cortex, suggest that it is more than just a relay; what other functions the LGN may have, however, have not been clearly demonstrated.

Sillito et al. (1994) reported significant correlations in the spike trains of cat LGN cells when co-stimulated by a drifting grating (even after the stimulus-induced covariation was removed) but only with an intact visual cortex. This experiment, along with other recent work (Kaplan et al. 1993; Marrocco et al. 1996), indicates that the LGN may play an important role in processing visual information. However, the LGN correlations in the Sillito et al. (1994) data, which are presumably due to neural interactions such as shared input or synaptic connections, last much longer than might be anticipated from the stimulus-driven responses. Because neural interactions are generally of short duration, the time frame of the Sillito et al. (1994) analysis, and the further analysis and modeling of Kirkland and Gerstein (1998), was limited to a few hundred milliseconds. Surprisingly, when the time frame of analysis was extended (Brody 1998), the experimental data showed correlations that have durations of seconds.

What caused these long-lasting correlations? One possible explanation involves long-lasting variables, which has been explored by Brody (1998). Further investigation of the model of Kirkland and Gerstein (1998) offers some intriguing alternative ideas based on the complex anatomy and physiology of the LGN. One important feature of our model is LGN bimodality (Sherman 1996). The two states, or modes, are usually referred to as “burst” and “tonic.” The burst mode is associated with hyperpolarized membrane potentials, which de-inactivates low-threshold (LT) channels and makes LGN relay cells tend to respond to stimuli with a short, high-frequency burst; in tonic mode, LGN stimulus responses tend to be a more linearly graded series of spikes related to stimulus strength. Another important feature in our model—though it was not deliberately incorporated—is that it reproduces the well-known spindle oscillations of the thalamocortical system (McCormick and Bal 1997; Steriade et al. 1993). These 7–15 Hz oscillations are usually identified with states of low arousal or sleep and are generated, in part, by LT channels. These two features of the LGN may be involved in producing the long-lasting correlations seen in Sillito et al. (1994).

METHODS

Model

All simulations were done with a slightly modified copy of GENESIS, including the addition of a new object which presented drifting gratings and bar stimuli to a simplified layer of cells (the input layer). The only other modifications were enhancements of the spiking mechanism for cells (used for spike generation when voltage-gated channels were not present), and formatting the output of the simulator for use with our analysis programs.

A schematic diagram of the model (Kirkland and Gerstein 1998) is shown in Fig. 1, along with a list of important parameter values. The model consists of an input layer (“retina”), an LGN layer, and a cortex layer. Each layer consists of a 24 × 24 array of cells. The cells of the input layer have the center-surround receptive field (RF) typical of...
excitatory for LGN cells topographically close to the cortical cell and inhibitory to an annulus of LGN cells further away. The region of excitation was a subset of LGN cells in a 3 × 3 region centered on the retinotopic location of the cortical cell; the subset was chosen randomly with a probability of connection of about 0.6. The annulus of inhibition was composed of the two surrounding rings and the probability of connection was about 0.5. There is some experimental evidence for such a structure in cortical feedback (He et al. 1997; Tsumoto et al. 1978; Yan and Suga 1996), and simulation studies have shown it to be important both for stability and for modeling some physiological mechanisms (Kirkland and Gerstein 1998, 1999; Xing and Gerstein 1996).

Cortical cells, but not LGN or retinal cells, were locally connected: except for the edges, each cortical cell made excitatory synapses with a subset of neighboring cells in the surrounding two rings and inhibitory synapses with cells in the third and fourth distant rings. The postsynaptic targets were chosen randomly with a probability of about 0.5.

There are no explicit interneurons in the model; synapses are excitatory or inhibitory by virtue of the type of channels they open. The time course of the synaptic conductance is based on the conventional alpha function (Segev 1995). The inhibitory projections have a longer axonal delay to mimic the interneuron processing time. The synaptic strengths varied with distance, decaying exponentially.

Data analysis

To measure the degree of correlation in the spike trains of two neurons, we used the cross-correlogram (Abeles 1982; Perkel et al. 1967) and the joint peri-stimulus time histogram (JPST) (Aertsen et al. 1989).

The cross-correlogram is simply a histogram of the firing activity of one neuron with respect to the activity of another. The computation of a cross-correlogram is similar to a peri-stimulus time histogram (PSTH), which is a histogram of the firing activity of a cell with respect to a stimulus marker; the difference is that the PSTH uses a stimulus marker as the reference and the cross-correlogram uses the spikes of another cell as the reference.

The JPST is a two-dimensional version of the cross-correlogram. (See Fig. 2A for an example.) Cross-correlograms average over the neurons’ entire stimulus response, across all trials; therefore a peak at, say, zero delay in the cross-correlogram indicates that the cells had a tendency to fire together, but this does not tell us if this tendency was constant throughout the stimulus response. It may have occurred only at a specific time period in the response. The JPST shows correlation as a function of time during the stimulus response averaged across all trials.

Construction of the JPST is as follows. The spikes for one neuron are plotted along the bottom margin of the gray scale matrix (seen in Fig. 2A), one stimulus trial at a time, and the spikes of the other along the left margin. The margins are binned exactly like a histogram; extension of the bins forms a matrix with two-dimensional squares. For each trial, the matrix bins are incremented where there is firing in the two spike trains. If, for example, neuron A has a spike at t = 20 ms in one trial, and neuron B has a spike at t = 30 ms in the same trial, we increment the matrix bin that contains both the 20-ms interval for neuron A and 30-ms interval for neuron B (which, in this case, would be slightly off the main diagonal). We repeat this procedure for each stimulus trial. The PSTHs for each neuron are seen on the bottom and left side of the matrix.

The presentation of a stimulus to both cells simultaneously introduces an uninteresting correlation into the cells’ spike trains. We “correct” for this correlation, which is simply due to the co-elevation of the cells’ firing rates, by subtracting the JPST matrix for the spike trains when one train is shifted in time relative to the other by a stimulus period. Theoretically, if the shifts are long enough, any correlation due to physiological interactions is removed, and the
resulting matrix contains only correlations due to the firing rates (sometimes this doesn’t work—see DISCUSSION for details). We generally average over all possible shifts, which provides a smooth function called the “shift predictor.” The matrix bins are also typically transformed into correlation coefficients (Aertsen et al. 1989).

To the right of the matrix is the coincidence histogram, which is a one-dimensional display of the paradiagonal area indicated by the bracket at the top right corner of the matrix. The histogram at far right is a cross-correlogram, computed by summing along the matrix paradiagonals.

For a tutorial on the JPST, see http://mulab.physiol.upenn.edu/jpst.html.

**RESULTS**

Figure 2A shows a JPST from the data of Sillito et al. (1994). (The anatomy of a JPST is described briefly in the methods section.) The time window is 900 ms and encompasses three separate bar passes of the grating for each of the two LGN neurons as can be seen in the PSTHs on the bottom and left side of the matrix. The correlation along the diagonal of the matrix, and summarized in the central peak of the cross-correlogram, shows the near coincident firing of the two neurons, above that expected from the (covarying) firing rates. Such correlations were only found with an intact visual cortex.

**FIG. 2.** Experimental and model joint peri-stimulus time histogram (JPSTs). (The details of JPST construction are summarized in the METHODS section.) **A:** JPST from the data of Sillito et al. (1994). The features are similar to the experimental data. **B:** JPST from model data of Kirkland and Gerstein (1998). The features are similar to the experimental data.
An interesting and unexpected result is the correlations at delays of 300 ms, as seen in the off-diagonal peaks of the cross-correlogram and the circled region of the matrix. The response of one neuron was therefore correlated with the response of the other neuron to a different bar pass of the grating, even after correcting for firing rates. This result is typical for the Sillito et al. (1994) data.

Figure 2B shows a JPST from the model, using data reported in Kirkland and Gerstein (1998). As in the experiment, the stimulus was a drifting grating (with slightly higher drift velocity); the result is strikingly similar to the experimental data and is also commonly found, with varying degrees of prominence, in virtually all of the model data. Since there were no variables with long time constants, the off-diagonal correlations found in the model were very surprising.

We investigated the model’s off-diagonal correlations by a brief exploration of parameter space. We measured the amount of off-diagonal correlation by computing the average height of the two side peaks in the cross-correlogram, as a percentage of the central peak height; only cross-correlograms with a significant central peak were used. Since the peak is made up of coincidental firing activity, which is more than that expected by chance, the height of a peak is a rough measure of correlation strength; peak area is more difficult to compute and, since the extent of the negative side lobes did not affect the results, peak height was an accurate measure. Figure 3 shows the results.

One parameter that significantly affects the amount of off-diagonal correlation is inhibition (Fig. 3A): a reduction in cortical feedback inhibition produces a corresponding reduction in off-diagonal correlations. Another way to significantly reduce off-diagonal correlation is to reset the parameters of the LT channel after each stimulus, i.e., after each sweep of a bar of the grating (Fig. 3B). The percentage of off-diagonal correlation depends on the number and location of affected LGN cells; in Fig. 3B, ■ represents horizontal rows of LGN cells with reset LT channels (or in 1 case, a vertical column that was perpendicular to the stimulus). The results implicate the LT channel in the off-diagonal peaks. Note, however, that when the affected LGN cells were perpendicular to the stimulus (last entry in Fig. 3B), no significant reduction in off-diagonal correlation occurred.

Display of the correlations at higher resolution reveals another interesting phenomenon. The cross-correlogram in Fig. 4A is from the Sillito et al. (1994) data shown in Fig. 2A. There is a curious “ripple” or oscillation in the cross-correlogram, with a frequency of about 10 Hz. Figure 4B shows a spectral analysis of the cross-correlogram. Cross-correlograms from the model have similar features (see the diagonal cross-correlogram in Fig. 2B), although the frequency of the oscillation is slightly higher. Visibly obvious oscillations in cross-correlograms are often encountered in model data with more than half of our simulations having them. Such oscillations were seen much less often in the experimental data; among the data that have been checked, only about 10–20% show prominent oscillations as in Fig. 4A. But as reported in Sillito et al. (1994), only 19 of 37 cell pairs (51%) had significant correlations; thus about 20–40% of these showed oscillations; this is a considerable portion.

The frequency of this oscillation is similar to the spindle oscillation (7–15 Hz). In model simulations having prominent oscillating cross-correlograms, we searched the rasterplots of the individual cells for signs of oscillations at this frequency. Surprisingly, the neurons’ spike trains showed no obvious oscillatory pattern, unlike the pairwise cross-correlograms.

However, the model is capable of producing prominent spindle-like oscillations. Such oscillations, which are obvious both in single neuron spike trains and in group activity, can be induced by lowering the membrane potential of some LGN cells. The frequency of these oscillations was slightly higher than the spindle oscillations observed in experimental preparations. In some simulations, we induced spindle-like oscillations in LGN cells whose RFs are outside of the area stimulated by the grating (but not outside of the area that gets feedback from stimulus-induced cortical activity due to divergent connections). In these simulations, a clear increase is easily seen in the prominence and number of oscillating cross-correlograms (Fig. 4C). The membrane potentials of the LGN cells also show signs of oscillating. The model cross-correlations increase in

![FIG. 3.](A: corticogeniculate inhibition series. The effect of varying corticogeniculate inhibition is seen in the mean off-diagonal percentages of these simulations. The relative value of the corticogeniculate inhibition is shown below; lumped into 3 categories: ≤40, 41–44, ≥45. (The values are dimensionless and were used as coefficients in an expression to calculate synaptic strengths.) Results did not vary much within the categories. All other parameters were held constant. Cell pairs were chosen randomly from the same region in all simulations. The number of pairs for each category is reported by the n value. Corticogeniculate inhibition is clearly a significant factor affecting off-diagonal percentage; an ANOVA on these data gives  F = 152.1, with a P value that is indistinguishable from 0. B: low-threshold (LT) channel reset simulations. Mean off-diagonal percentages are shown for each reset condition. ■ the LGN cells whose LT channels were reset; each row (or column) represents 1 row (or column) of the LGN network. The 1st entry shows the null condition, i.e., no reset. t-tests were computed for each reset condition versus null, the only significant ( P < 0.01) differences were 3 contiguous rows and 3 spaced rows [which were also significantly ( P < 0.01) different from each other]. Number of pairs for each condition is shown below (n value). Pairs of cells were chosen randomly from the same region for every simulation in all of the reset conditions.)
duration, often lasting seconds, similar to those commonly seen in the experimental data. In the model, the long-lasting correlations seem to be a consequence of shared oscillatory input to LGN cells.

**DISCUSSION**

Off-diagonal peaks in the JPST (Fig. 2, A and B) of the model and experimental data suggest a longer interaction between neurons than is physiologically expected. In our model, the strength of cortical inhibition to the LGN is critical. Earlier results indicated that the cortical inhibitory input could switch LGN modes (although we were not aware of the oscillation at the time of our prior publication) (Kirkland and Gerstein 1998); but if that is the reason cortical inhibition produces off-diagonal correlations, it is not obvious how it works. One possible scenario: the periodic nature of the stimulus, in conjunction with the cortical inhibitory input to the LGN, creates
a sort of resonance phenomenon in which the geniculocortical network weakly oscillates. Resonance is well known in engineering and physics, particularly when objects are stimulated at their so-called natural frequency. Oscillation can produce off-diagonal peaks if its period is fairly constant, but if the oscillation is weak it may not be easily detected in other measurements (electroencephalography or rasterplots, for example). We will call this a subliminal oscillation.

What about the long-lasting correlations (of seconds duration) in the data of Sillito et al. (1994)? Correlations of this duration occur in the model when part of the geniculocortical system is oscillating. Alternatively, Brody (1998) proposes that the long-lasting correlations are due to a slow, cortically driven covariation in membrane potential. In both of these two hypotheses, the shift predictor (used to correct for stimulus-induced firing rate changes in the neurons under study) fails to be an appropriate corrector. The shift predictor in our “subliminal oscillation” hypothesis fails to account for nonstimulus locked oscillation; in the “slow covariation” hypothesis, the shift predictor is fooled by nonstimulus locked covariation in the membrane potentials of the cells. The generic term for these situations is “nonstationarity”; unfortunately, neural spike trains are susceptible to nonstationarities (Perkel et al. 1967) (see also http://mulael.physiol.upenn.edu/ cross-correlation.html). There is currently no well-established procedure for dealing with this problem, although some solutions have been proposed (Brody 1999; A.M.H.J. Aertsen, personal communication).

The two hypotheses are not mutually exclusive. A slow covariation in cellular membrane potentials can produce long-lasting correlations (Brody 1998) but does not explain all the data. It certainly cannot explain the oscillations in the cross-correlograms. Of course, our hypothesis also fails to explain all the data; however, given the multimodal nature of the LGN, heterogeneity is not very surprising. What we have shown here is that long-lasting correlations can be generated by not only slow covariations but also by relatively fast oscillations. From the data of Sillito et al. (1994), we cannot conclusively determine if either (or perhaps both) of these hypotheses are correct. However, intracellular LGN recordings would certainly be able to do so since in Brody’s hypothesis the membrane potentials would slowly covary, whereas in our hypothesis they would oscillate.

A point of contention for our model is that the model’s long-lasting correlations require a continuous oscillation. There is evidence for cortical involvement in spatially synchronizing LGN oscillations (Contreras et al. 1996). But electroencephalography traces typically show only episodic, not continuous, spindle oscillations. However, suppose that subliminal oscillations exist; then oscillations seen in the thalamocortical system may not be as episodic as originally believed. Perhaps a subliminal oscillation constantly exists in the system, or part of the system, which is only episodically increased to easily detectable levels. The oscillation could arise from network activity, as in our simulations and those of Traub et al. (1996), or a small number of cells (Gray and McCormick 1996). One could check this idea by looking for a phase relationship between “episodes” of the oscillation.

We should also mention that the feature-linked aspects of the synchronization reported in Sillito et al. (1994) are not strongly affected by the results reported here. Our model shows similar behavior, i.e., LGN cells are not significantly synchronized when simultaneously stimulated by spots of flashing light (when the correlation function is corrected for firing rates), but the cells are synchronized by moving bars and gratings. This synchronization could be used in feature-linked processing (Sillito et al. 1994) or perhaps as part of an attention system, as we have speculated elsewhere (Kirkland and Gerstein 1998). However, the physiological significance (if any) of the long-term correlations is not obvious.
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