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Middlebrooks, John C. and Julie Arenberg Bierer, Auditory cortical images of cochlear-implant stimuli: coding of stimulus channel and current level. J Neurophysiol 87: 493–507, 2002; 10.1152/jn.00211.2001. This study quantified the accuracy with which populations of neurons in the auditory cortex can represent aspects of electrical cochlear stimuli presented through a cochlear implant. We tested the accuracy of coding of the place of stimulation (i.e., identification of the active stimulation channel) and of the stimulus current level. Physiological data came from the companion study, which recorded spike activity of neurons simultaneously from 16 sites along the tonotopic axis of the guinea pig’s auditory cortex. In that study, cochlear electrical stimuli were presented to acutely deafened animals through a 6-electrode animal version of the 22-electrode Nucleus banded electrode array (Cochlear). Cochlear electrode configurations consisted of monopolar (MP), bipolar (BP + N) with N inactive electrodes between the active and return electrodes (0 ≤ N ≤ 3), tripolar (TP) with one active electrode and two flanking return electrodes, and common ground (CG) with one active electrode and as many as five return electrodes. In the present analysis, an artificial neural network was trained to recognize spatiotemporal patterns of cortical activity in response to single presentations of particular stimuli and, thereby, to identify those stimuli. The accuracy of pair-wise discrimination of stimulation channels or of current levels was represented by the discrimination index, d′, where d′ = 1 was taken as threshold. In many cases, the threshold for discrimination of place of cochlear stimulation was <0.75 mm, and the threshold for discrimination of current levels was <1 dB. Cochlear electrode configurations varied in the accuracy with which they signaled to the auditory cortex the place of cochlear stimulation. The BP + N and TP configurations provided considerably greater sensitivity to place of stimulation than did the MP configuration. The TP configuration maintained accurate signaling of place of stimulation up to the highest current levels, whereas sensitivity was degraded at high current levels in BP + N configurations. Electrode configurations also varied in the dynamic range over which they signaled stimulus current level. Dynamic ranges were widest for the BP + 0 configuration and narrowest for the TP configuration. That is, the configuration that showed the most accurate signaling of cochlear place of stimulation (TP) showed the most restricted dynamic range for signaling of current level. These results suggest that the choice of the optimal electrode configuration for use by human cochlear-prosthesis users would depend on the particular demands of the speech-processing strategy that is to be employed.

INTRODUCTION

In the companion paper (Bierer and Middlebrooks 2002), we describe the spatiotemporal patterns of cortical activity in the guinea pig auditory cortex that are elicited by stimulation of a cochlear implant. We refer to the patterns elicited by various stimuli as the “cortical images” of those stimuli. Cortical images tended to shift systematically from rostral to caudal in the cortex as the place of cochlear stimulation (i.e., the implant channel) was shifted from basal to apical. Cortical images differed substantially according to the configuration of the stimulating electrodes. Electrode configurations that are presumed to produce more diffuse cochlear electrical fields, such as the monopolar configuration, resulted in cortical images that spanned substantial regions of the auditory cortex, even when stimulus levels were within a few decibels of threshold. Conversely, configurations such as tripolar that are presumed to produce more focal cochlear electric fields produced cortical images that remained restricted across a relatively broad range of stimulus levels. Those results suggest two hypotheses: first, that compared with diffuse configurations, focal electrical configurations permit more accurate cortical representation of place of cochlear stimulation; and second, that focal configurations exhibit a wider dynamic range of distinguishable current levels.

Those hypotheses have important implications for the use of cochlear prostheses by humans. We presume that a cochlear-prosthesis user’s ability to recognize speech is limited by the accuracy by which place-of-stimulation or level information is transmitted to his or her auditory cortex. For that reason, analysis of cortical images of various electrode configurations in an animal model might predict the relative accuracy of users’ performance in perceptual tasks using corresponding electrode configurations. In particular, there is some indication that users’ ability to recognize speech through a cochlear prosthesis tends to correlate with their ability to identify cochlear place of stimulation (Collins and Throckmorton 2000; Donaldson and Nelson 2000; Henry et al. 2000). For that reason, analysis of place-of-stimulation coding in the cortex could provide insights for design of speech processors for cochlear implants. Comparisons of psychophysical responses among various electrode configurations has been conducted to a limited extent in human prosthesis users, but those studies were limited by restricted access to cochlear electrodes via transcutaneous radio-frequency links, limitations in listener time, and safety concerns. The present animal model avoided...
those limitations and permitted more exhaustive study of a wide range of electrode configurations.

In the present study, we evaluated quantitatively the accuracy of cortical coding of cochlear place of stimulation and stimulus current level. We adopted an ideal-observer approach in which we attempted to identify the place of stimulation or stimulus level solely by recognition of cortical images. The accuracy of stimulus identification was taken as an empirical measure of the accuracy of cortical stimulus representation.

Artificial neural networks were used for cortical-image recognition. This approach was similar to previous studies from this laboratory of cortical coding of sound-source location (e.g., Furukawa et al. 2000; Middlebrooks et al. 1994, 1998) and of sound frequency (Arenberg et al. 2000), although the present study employed a network architecture that was better suited to the experimental situation. We tested monopolar, tripolar, and common ground configurations and bipolar configurations in which active and return electrodes were separated by various cochlear extents. The results demonstrated substantial differences among electrode configurations in the accuracy of signaling of place of cochlear stimulation, in the range of current levels over which place of stimulation was signaled accurately, and in the dynamic range over which current levels were signaled. Electrode configurations that permitted accurate identification of place of stimulation over a wide range of stimulus current levels tended to show relatively narrow dynamic ranges for identification of stimulus current level.

METHODS

Physiological data

The analysis reported here was based on neurophysiological data from 6 of the 10 guinea pigs described in the companion paper (Bierer and Middlebrooks 2002). The six were chosen because they were tested with the largest number of electrode configurations and with tripolar configurations, all but one were tested with the monopolar configuration, and all but one were tested with the common ground configuration. Essential elements of electrical stimulation and physiological recording procedures are summarized here.

All animal procedures were in accordance with policies of the University of Michigan Committee of Use and Care of Animals. Animals were anesthetized and deafened acutely. Electrical stimuli were presented from a six-electrode banded electrode array (Cochlear, Inglewood, CO) implanted through a cochleostomy into the scala tympani. The number of electrodes that was successfully inserted varied among animals: two animals had four working electrodes, two had five, and two had six. Stimuli were single biphasic pulses, 200 μs/phase, initially cathodal. The tested electrode configurations were as follows. In the monopolar (MP) configuration, the active electrode was a single intra-scalar electrode, and the return was through a wire positioned in a neck muscle. In the bipolar configuration, the active electrode was one intra-scalar electrode, and the return was a more apical intra-scalar electrode. In bipolar configurations BP + 0, BP + 1, BP + 2, and BP + 3, the active and return electrodes were separated by, respectively, 0, 1, 2, or 3 inactive electrodes, resulting in center-to-center spacing of 750–3,000 μm from active to return electrodes; the BP + 0 configuration usually is referred to as “BP” in the implant literature. In the tripolar (TP) configuration, the active electrode was a single intra-scalar electrode, and the return consisted of the two adjacent electrodes, each carrying one-half of the return current. Based on electric-field models and physical measurements (Kral et al. 1998; Spelman et al. 1995), we presume that the cochlear extent of electric stimulation at a constant current level ranked from diffuse to focal in the order MP, BP + 3, BP + 2, BP + 1, BP + 0, TP. We also tested a common ground (CG) configuration that consisted of a single intra-scalar active electrode and a return that comprised the remaining N intra-scalar electrodes, each carrying 1/N of the current. Our initial assumption was that the CG configuration produced a highly focal current field, similar to that of the TP configuration, but the cortical images of CG stimuli proved to be somewhat different from the images of TP stimuli. For all of the configurations, we define a channel as an active electrode plus its complement of return electrodes. The channel number corresponds to that of the active electrode; bipolar channels were numbered by the number of the more basal electrode. In accordance with the convention used for the Nucleus clinical implant, channels are numbered increasing from basal to apical. Note that, given a particular number of cochlear electrodes, the number of available channels varied with the electrode configuration. For instance, given six electrodes, six MP or CG channels were available, but only four TP channels were available because of the need for the flanking return electrodes.

As described in the companion paper, neural responses were recorded with 16-channel silicon-substrate recording probes that were positioned in the active cortical layers, roughly parallel to the cortical surface. Recording sites were spaced along a single shank at 100-μm intervals, roughly parallel to the cortical tonotopic axis (i.e., along the axis of changing best frequency). Based on our previous studies using acoustical stimulation (Arenberg et al. 2000), we estimate that the 16 recording sites sampled neurons with best frequencies that spanned 2–3 octaves in the upper half of the guinea pig’s audible range. The data from each animal consist of recordings from a single such placement of a 16-channel probe. Extracellular spike activity from each channel was sorted off-line to yield the multi-unit spike activity from small numbers of unresolved neurons.

Artificial-neural-network recognition of cochlear place of stimulation and current level

We wished to quantify the information that is transmitted from the cochlear implant to the auditory cortex. We used a computer pattern-recognition algorithm to discriminate among cochlear stimuli solely on the basis of temporal patterns of spikes recorded at 16 cortical recording sites. This is a form of “ideal-observer” analysis. In each case, recordings were limited to the 16 sites contacted by the recording probe, so one must interpret the results as a conservative estimate of the accuracy of stimulus representation by the entire auditory cortex. Nevertheless, based on our previous experiment using acoustical stimulation (Arenberg et al. 2000), we are satisfied that the recording probe provided a reasonable sample of the cortical representation of the basal turn of the cochlear, which is the cochlear turn that received electrical stimulation in the present study.

In pilot studies, we compared several pattern-recognition algorithms, including maximum-likelihood discriminators, various pattern-matching schemes, and two types of artificial neural network (ANN): a nonlinear feed-forward perceptron and a competitive network trained with the learning vector quantization (LVQ) rule. Most of the algorithms produced qualitatively similar results regarding the relative amounts of information transmitted in various electrode-configuration conditions. We ultimately selected the competitive ANN because it effectively utilized information in a high-dimensional input space (i.e., 16 channels times 20 time bins) and because, in contrast to the feed-forward architecture used in previous studies from our laboratory (e.g., Arenberg et al. 2000; Middlebrooks et al. 1994), it proved to be more accurate in discriminating among a finite number of alternatives (i.e., 2–6 cochlear channels or 2–21 stimulus current levels). A maximum-likelihood algorithm would have been a more conventional choice for ideal-observer analysis. Maximum likelihood was not suitable, however, for recognition of the high-dimensional input space used in the present study. The dimensionality of the input
could have been reduced from 320 to 16 by expressing each 20-element temporal spike pattern as a 1-element spike count. Results with the ANN analysis, however, indicated that information was lost by elimination of temporal information (as in Fig. 9). Also, although maximum likelihood can be shown to be optimal for certain two-alternative discriminations (Green and Swets 1966; Neyman and Pearson 1933), we have shown previously that performance by ANNs can be superior in a multiple-alternative situation (Middlebrooks et al. 1998).

Accuracy of stimulus identification was tested using the following cross-validation procedure. Each setting of stimulus parameters was repeated in 40 trials. Cortical images were separated into those recorded on 20 odd-numbered and 20 even-numbered trials. Cortical images in the odd set were used to train the ANN, and the trained network was used to classify cortical images in the even set. Then, the ANN was re-trained with the even set and used to classify the odd set. Performance measures were combined across the two training and testing procedures, yielding results for 40 tests of each stimulus setting.

The inputs to the ANN were spike density functions that were formed from 16-channel responses recorded in response to individual stimulus presentations. We compared the condition in which there was no averaging of responses across trials with a condition in which we formed multiple bootstrap averages of responses across four trials (similar to Middlebrooks et al. 1998; also see Efron and Tibshirani 1991). The averaging procedure consistently resulted in more accurate stimulus identification, but results involving relative accuracy between electrode configurations were entirely consistent with the results that were obtained from individual unaveraged trials. For that reason, we present only the data from the unaveraged condition. Spike density functions were computed as follows. A spike-sorting procedure was used to identify spike times with 20-μs resolution. The lists of spike times were converted to vectors of 1’s and 0’s. The spike vectors were low-pass filtered below 66 Hz by convolution with a unit Gaussian function (σ = 2 ms), then the vectors were resampled with 2-ms resolution to yield 20-element vectors representing 40 ms of poststimulus time. Then the vectors from each of the 16 channels were concatenated to form a single 320-element vector. For the sake of computational efficiency, vector elements that were zero across all trials (i.e., times at which spikes never occurred) were eliminated from further analysis, so the final input to the ANN had <320 dimensions, typically around 240.

The ANN was implemented using the Neural Network Toolbox under MATLAB (The Mathworks, Natick, MA). Network training used the LVQ learning rule (Demuth and Beale 1998; Kohonen 1987). The network architecture consisted of a competitive layer followed by a linear layer. The competitive layer had one hidden unit and one output unit for each value of a tested stimulus parameter. That is, a network configured to classify responses to six cochlear places of stimulation had six hidden units and six outputs. Each hidden unit was specified in N dimensions, where N was the number of elements in the input vectors (N ≤ 320). The learning rule, in essence, attempted to position each hidden unit in N-dimensional space to minimize the Cartesian distance to the input vectors that corresponded to a particular stimulus. In a six-channel condition, for example, the network would respond to each N-dimensional input vector by selecting the nearest hidden unit and reporting its number, from 1 to 6. A similar network design has been used by Nicolelis and colleagues for study of encoding of tactile information (Nicolelis et al. 1998).

Minimizing level cues to stimulus channel

Cortical responses were strongly modulated by changes in both place of stimulation and stimulus current level. For that reason, there was a danger that tests of channel discrimination would be confounded by inter-channel differences in the growth of cortical responses with increasing stimulus current levels. We adopted two procedures to minimize that confound: roving current levels and functional level matching. The roving-current-level procedure involved varying stimulus currents randomly between trials. Except when stated otherwise, currents roved in a discrete step between a base current level and a level 1 dB higher; currents were 1, 2, 3, and 4, 6 and 7, 9 and 10, and 12 and 13 dB above cortical thresholds. Analysis of responses to one stimulus channel at one base current level, therefore, was based on responses to 80 trials, 40 at each of 2 currents. The rationale for the roving-current-level procedure was that the roving current level would invalidate level-related cues to channel identity and would force the ANN to identify features of cortical images that were predominantly dependent on place of stimulation. All analyses were repeated with a 4-dB range of current-level variation and with no variation. As expected, the accuracy of channel discrimination obtained with 4-dB current ranges was somewhat less accurate, and that obtained with a 0-dB range somewhat more accurate, than the discrimination obtained with a 2-dB range, but all the conclusions about relative differences among electrode configurations were unchanged. We note that Henry and colleagues (2000) employed a roving-current-level procedure in a psychophysical test of channel discrimination. The current levels in that study roved across as much as 60% of the dynamic range (expressed in clinical current units).

The functional-level-matching procedure was intended to simulate a typical psychophysical procedure in which, prior to a channel discrimination task, stimulus levels are adjusted to currents at which listeners report equal loudness. Of course, “loudness” per se has no meaning to an anesthetized guinea pig, but we assumed that a state of equal loudness would correspond to one in which differences between cortical images were minimized. Based on that assumption, we adjusted the stimulus currents on pairs of implant channels to minimize the probability of correct discrimination by an ANN. An analogous procedure has been employed in psychophysical studies of nonspectral frequency discrimination in monkeys (Pfingst and Rai 1990; Pfingst and Rush 1987). For descriptive purposes, we refer to currents adjusted in that way as functional-level-matched current levels. For any given pair of stimulus channels, we set the current levels on both channels to a base level above the cortical threshold for each channel. Next, we varied the current level on the more apical channel in 1-dB steps from −4 to +4 dB relative to the base level. The discrimination index (d’) for channel discrimination was computed for each current-level offset.

Figure 1 shows the result of this procedure for two electrode configurations in two animals. The case shown in Fig. 1A is typical of

FIG. 1. Matching of current levels for channel discrimination. Channel-discrimination sensitivity was evaluated as a function of relative current levels. Current levels were expressed as relative to the threshold for each cochlear channel. The horizontal axes represent differences (“Offsets”) in those current levels. Arrows indicate the “functional-level-matched” current levels defined in the text. A and B represent examples of 2 subjects and channel pairs. BP, bipolar; CG, common ground.
about one-half of the cases, in that the minimum value of $d'$ was obtained for a current-level offset near zero. The case shown in Fig. 1B is typical of most of the remaining cases, in which $d'$ decreased monotonically for increasing current levels on the more apical channel. This form of current-level sensitivity can be explained by inspection of cortical images as illustrated in the companion paper (Bierer and Middlebrooks 2002). In that study, cortical images of basal channels often were wider than those of more apical channels, so increases in the current level on a more apical channel tended to widen the image of that channel, causing it to resemble more closely the image of the more basal channel. In all cases, we selected a current offset that minimized $d'$ according to the following procedure. First, we found all the current offsets in the range of $-4$ to $+4$ dB that produced discrimination within $0.5$ dB units of the minimum $d'$ value. Then, from those offsets, we selected the offset that was closest to 0. Across all animals, configurations, base levels, and pairs of channels, 8.7% of selected offsets were $-4$ to $-1$ dB, 63.9% were 0 dB, and 27.4% were 1–4 dB. In cases in which we tested identification of three to six stimulus channels, we started with a center channel and worked step-wise toward the apical and basal ends of the channel array to minimize pair-wise differences in $d'$ between adjacent channels. The set of currents found in that way was then used for the test of multi-channel identification. Because this functional-level-matching procedure intentionally minimized pair-wise channel discrimination, our estimates of the accuracy of cortical signaling of channel identity probably are underestimated. When all measures of channel identification were repeated without the functional level matching, the accuracy of channel identification was increased, often dramatically so. Nevertheless, similar conclusions about relative differences among various electrode configurations were obtained with or without the functional level matching.

Analysis of ANN results

The ANN analysis of cortical images was configured for two tasks: discrimination and identification. In the discrimination task, an ANN was used to discriminate between cortical images of pairs of implant channels at functional-level-matched current levels or of pairs of current levels on a single implant channel. The task was analyzed as a two-alternative-force-choice task. Cortical images of two stimuli were presented an equal number of times, and the number of trials in which the network reported the correct stimulus was divided by the total number of trials to compute the probability of a correct response.

That probability was converted to a discrimination index, $d'$, by converting to a standard deviate (i.e., $z$-score) and multiplying by the square root of 2. In instances in which the probability of correct response was 1.0, $d'$ could not be calculated. In those instances, we set $d'$ to 3.29, which corresponds to a probability of 0.99.

In the identification task, an ANN was used to identify cortical images of 3–6 implant channels at loudness-matched currents or 21 current-levels in 1-dB steps on a single channel; each stimulus value was tested an equal number of times. The network performance was analyzed in the form of a confusion matrix. The analysis was patterned after an analysis of phenome recognition by Miller and Nicely (1955). The confusion matrix counted the number of ANN reports of stimulus $j$ in response to presentation of the cortical image of stimulus $i$. The accuracy of stimulus identification was expressed as the trans-information

$$T = - \sum_{ij} p_{ij} \log_2 \frac{p_{ij} + p_i}{p_j}$$

where $T$ is the trans-information, $p_i$ and $p_j$ are the marginal probabilities of stimulus $i$ and ANN-response $j$, respectively, and $p_{ij}$ is the joint probability of an ANN-output $j$ in response to the cortical image of stimulus $i$. This can be thought of as a measure of the information about stimulus channel or current level that was obtained by classifying the cortical images with the trained ANN. The total entropy, $H$, in each stimulus set ranged from 1.59 bits (for 3 channels) to 4.39 bits (for 21 current levels). To permit comparison across varying numbers of implant channels, we computed the relative information, which was the percentage of the entropy in the stimulus set that was eliminated by ANN recognition of cortical images ($100 \times T/H$).

Statistical comparisons of stimulus discrimination among various configurations were made using two-way ANOVA with factors of configuration and subject.

RESULTS

Classification of cortical images by ANNs permitted identification and discrimination of stimulus channels and current levels with accuracy that in many cases was equivalent to performance by human cochlear-implant users. Accuracy varied substantially among various electrode configurations. We begin by presenting results from measures of channel sensitivity, with comments on the influence of stimulus level and on the topography of representation. Next, we present results from measures of current-level coding and dynamic range. Finally, we present evidence that the time structure of cortical images carries appreciable amounts of stimulus-related information.

Coding of cochlear place of stimulation

The number of cochlear-implant stimulus channels available for test varied from three to six, depending on the subject and the electrode configuration. Figure 2 represents the accuracy of channel identification in two cases. In each vertical column of panels, each panel represents the distribution of responses to stimulation of one channel, with channels 1 to 5 shown from top to bottom. Channel identification was quite accurate in the case shown in the left column, an example of the BP + 0 configuration. Identification of individual channels in that case ranged from 61 to 90% correct, averaging 73% correct across all channels. In that case, cortical images, as classified by the ANN, transmitted 61.6% of the information present in the stimulus set. Across all subjects, configurations, and base current levels from 1 to 12 dB above threshold, the relative transmitted information ranged from 0.6 to 66.8%, with a median of 15.5%. As shown later, channel identification often was degraded substantially at the highest current levels. Among tests of base current levels limited to 1, 3, and 6 dB, the relative transmitted information ranged from 0.7 to 66.2%, with a median of 21.5%. The right column of Fig. 2 shows an example of the MP configuration for which the relative transmitted information was 22.4%, near the latter median value. In the illustrated case, identification on individual channels ranged from 26 to 71% correct, averaging 46% correct overall. In five-channel cases like those illustrated, the chance-performance level would be 20%.

Examples of discrimination between adjacent pairs of cochlear channels are shown in Fig. 3. Channel-discrimination sensitivity, expressed as $d'$, is plotted in Fig. 3A for the same two cases that are shown in Fig. 2; again, these examples are representative of the best and of the median levels of performance. Commonly, channels near the center of the cochlear array were discriminated with greatest sensitivity. In the 58 cases in which discriminations were made in three to five adjacent pairs of channels (i.e., 4–6 channels), 71% showed the greatest value of $d'$ for one of the central pairs. We infer
that discrimination sensitivity was lower near the ends of the cochlear array largely because of the tendency of the corresponding cortical images to extend off the end of the cortical recording array. In Fig. 3B, the data from Fig. 3A are expressed as cumulative $d'$. The horizontal axis plots the distance along the cochlear electrode array measured relative to the most basal electrode. The slope of the best-fitting line was taken as a measure of sensitivity. Such sensitivities, expressed as $d'$ per cochlear millimeter, could be compared across cases in which differing numbers of channels were tested; that computation of sensitivity was patterned after one described in a psychophysical study by Nelson and colleagues (1995). By that measure, perfect discrimination of channels spaced at 0.75 mm predicted a sensitivity of 4.39 $d'$ units/mm (i.e., 3.29 $d'$ units/0.75 mm), and chance performance predicted a slope near 0. The slopes of the two cases in Fig. 3B were 2.18 and 0.89 $d'$/mm.

The sensitivity for channel discrimination varied systematically among animals, electrode configurations, and base stimulus currents. Figure 4 summarizes that measure for all cases. Each panel represents one experimental subject, clusters of bars represent electrode configurations, and individual bars in each cluster represent base stimulus currents of 1, 3, 6, and 9 dB relative to threshold. The number of channel pairs that contributed to each computation of sensitivity varied among configurations, from three to five pairs for MP and CG to one pair for BP + 3. General trends related to configurations and currents were similar across subjects. Variation among subjects in absolute levels of sensitivity most likely can be attributed largely to variation in placement of the cochlear implants and in placement of the cortical recording electrode.

Across all subjects, the channel-discrimination sensitivity increased from MP, to the various bipolar configurations, to TP. The MP configuration consistently showed the lowest sensitivity (MP vs. TP: $P < 0.01$ at all levels; MP vs. BP + 0: $P < 0.025$ at base current levels of 1 and 3 dB; MP vs. BP + 0: $P < 0.05$ at base levels of 6 and 9 dB). The BP + $N$ and TP configurations showed no significant difference at a base current level of 1 dB above threshold, but the sensitivity for the TP configuration was greater than that of the BP + 0 configuration at 3 and 6 dB ($P < 0.01$) and at 9 dB ($P < 0.001$). In some subjects (data not shown), there was some indication that sensitivity improved as the extent of a BP pair was reduced from BP + 2 to BP + 0, particularly at higher current levels, but that was not seen consistently. Bipolar configurations with large extents were difficult to evaluate in this experiment since, for example, only two BP + 3 channels could be implemented on a six-electrode cochlear implant. The CG configuration produced a generally high sensitivity, although the performance in that configuration seemed to show more variability across subjects than did some of the other configurations. Sensitivity in the CG configuration was not significantly different from that in the TP configuration.

A conspicuous difference among the electrode configurations was in the ability to signal cochlear place at high current levels. All of the configurations showed some degradation in channel-discrimination accuracy as levels increased. That decrease was relatively small for the TP configuration: sensitivity decreased by an average of only 16% as the current level was increased from 3 to 9 dB. In contrast, performance by the other configurations dropped precipitously at the highest currents. For the BP + 0 configuration, for instance, sensitivity decreased by an average of 78% as the base current level was
increased from 3 to 9 dB. Again, the CG configuration was highly variable among subjects, in some cases showing essentially no difference across current levels and in other cases showing a large drop in sensitivity at the highest level.

Based on the known tonotopic organization of the auditory cortex, one would expect cochlear place of stimulation to map topographically onto the cortical tonotopic axis. Such a topography was confirmed in the companion paper for most configurations (Bierer and Middlebrooks 2002), although the topography was comparatively weak for the MP configuration and was sometimes nonmonotonic for the CG configuration. A monotonic topography leads to the expectation that increases in the distance between a pair of cochlear channels would lead to improved pair-wise channel discrimination (i.e., increased $d'$/H11032).

We tested that hypothesis for MP, BP H11001 0, TP, and CG configurations. Figure 5 plots $d'$ for pair-wise discrimination of channels separated by varying cochlear distances. Vertical pairs of panels represent the four subjects in which five or six working electrodes were available, with the top and bottom rows of panels showing results for current levels 3 and 6 dB above threshold, respectively. Each data point represents the mean of $d'$ for all pair-wise discriminations for the stated subject, configuration, and channel separation; each mean is based on discriminations of one to five channel pairs. The sensitivity for MP, BP H11001 0, and TP configurations generally increased with increasing channel separation. In some cases, one can see a nearly constant increase in $d'$ for each 0.75-mm increment in separation, although that increase was blocked by the ceiling of $d'$/H11005 3.29. In contrast, the sensitivity for the CG configuration tended to decline for the largest channel separations. The reduced sensitivity for discrimination of the most apical from the most basal channels in the CG configuration might reflect the tendency shown in the companion paper of cortical images of basal channels in CG configuration to resemble those of apical channels.

**Coding of stimulus current level**

The companion study demonstrated that cortical images tend to increase in extent and latencies tend to shorten as stimulus currents were increased. We tested the accuracy with which cortical images signaled stimulus current level. Figure 6 shows two examples of confusion matrices for current-level identification. Current levels were varied in 1-dB steps and are expressed in decibels relative to the cortical threshold, which was the minimum current level at which any of the units recorded at a given probe position showed stimulus-locked responses. The area of each circle represents the percentage of trials in
which a particular current level was reported out of all the trials in which the cortical image of a particular level was presented. The case shown in Fig. 6A accurately signaled currents from 0 to 6 dB relative to threshold. Across that range, identification of particular currents ranged in accuracy from 27.7 to 72.5% correct (mean = 46.4%), and most incorrect judgements fell within 1–2 dB of the correct value. Accuracy of current-level identification deteriorated at currents more than 7 dB above threshold, presumably as the responses on most recorded cortical neurons reached saturation. In the case shown in Fig. 6B, the dynamic range of accurate identification of current levels was considerably narrower, with accurate identification only of currents between 0 and 2 dB above threshold.

Figure 7 shows examples of pair-wise discrimination of currents from the same two cases that are represented in Fig. 6. In Fig. 7, A and B, the plus signs and filled circles show $d'$ for discriminations of 1-dB increments in current. The current-level axis represents the lower of the two currents that were discriminated in each case; that is, the $d'$ at −1 dB was relatively high because a below-threshold current (−1 dB) was discriminated reliably from a threshold current (0 dB). The open symbols in Fig. 7, A and B, show $d'$ for discrimination of 2-dB increments. They show the expected result that discrimination improved when the current increment was increased. Figure 7, C and D, show the data for 1-dB increments in the form of cumulative $d'$.

We wished to compare among electrode configurations the dynamic ranges for current discrimination. For that reason, we defined the dynamic range for each case of subject, configuration, and channel as the range of currents over which the difference limen for current discrimination was ±2 dB. Practically, that corresponded to the range over which the $d'$ for discrimination of a 2-dB current increment was ≥1. The horizontal lines in Fig. 7, A and B, show the $d' = 1$ criterion. That measure demonstrated a wider dynamic range for the case in Fig. 7A than for the case in Fig. 7B, confirming the impression of these cases from the confusion matrices in Fig. 6.

The influence of electrode configuration on the dynamic ranges for current-level coding is demonstrated in Fig. 8. In these box plots, each box and associated symbols represents the distribution of values for one electrode configuration across all subjects and channels. The number of values for each configuration varied: there were 5 values for BP + 3 and 12–25 for each of the other configurations. Figure 8A shows the distributions of widths of dynamic ranges in decibels. Among MP and the various BP + N configurations, there was a general trend for dynamic ranges to increase among electrode configurations in the order MP, BP + 3, BP + 2, BP + 1, BP + 0, i.e., from the most diffuse to the most focal electrode configuration. Pair-wise comparisons of dynamic ranges of specific channels indicate that dynamic ranges were significantly wider for the BP + 0 configuration compared with the MP or other configurations, as indicated in the text. TP, tripolar.
BP + N configurations ($P < 0.001$ to 0.025). In some subjects, one could see a trend toward wider dynamic ranges across BP + 3, 2, and 1 configurations, but that trend was not consistent across all subjects. The BP + 2 and BP + 1 configurations produced significantly wider dynamic ranges than the MP configuration ($P < 0.01$); the small number of tested BP + 3 channels precluded a meaningful comparison of MP and BP + 3. The dynamic ranges in the CG configurations were quite variable, with a distribution that overlapped the distribution of both MP and BP + 0 dynamic ranges.

There was an exception to the tendency of focal electrode configurations to show wide dynamic ranges: the TP configuration produced dynamic ranges that were lower than those in any other configurations ($P < 0.001$ to 0.005). That observation was surprising because the companion paper showed that cortical sites tend to show a broader range of thresholds for TP stimuli than for stimuli in other configurations. For that reason, one might have expected that increasing current levels in the TP configuration would recruit active cortical neurons over a wider dynamic range. A possible explanation for the relatively narrow dynamic range of the TP configuration is that the thresholds reported in the companion paper were based on responses averaged over 40 stimulus presentations, whereas the present analysis was based on responses to single presentations. It might be that responses at near-threshold levels near the fringe of the cortical image were too irregular to contribute to accurate judgments of stimulus levels. We tested that hypothesis by averaging across trials to reduce trial-by-trial variability. We generated bootstrapped spike patterns from multiple averages of 10 patterns, drawn randomly without replacement from the pools of odd- or even-number spike patterns (Efron and Tibshirani 1991). The tests of ANN discrimination of current levels were repeated using the bootstrapped spike patterns as input, and dynamic ranges were computed. In the averaged condition, the mean BP + 0 dynamic range increased by 1.6 dB, but the mean TP dynamic range increased by 5.3 dB. In the averaged condition, the distribution of TP dynamic ranges was not significantly different from the distribution of BP + 0 dynamic ranges ($P > 0.1$).

The use of a logarithmic (i.e., dB) scale to report dynamic ranges introduces a confound between dynamic range and threshold. A range of a given number of microamperes above a high-threshold appears as a narrower decibel range than if it is positioned on top of a lower threshold. The companion study shows that thresholds tend to increase with decreasing spatial extent of the electrical field, i.e., from MP, through BP + 3, 2, and 1, to BP + 0 (Bierer and Middlebrooks 2002). Shannon and colleagues (Chatterjee 1999; Zeng and Shannon 1992) have argued that it is more appropriate to express stimulus levels for electrical hearing in current units than in decibels. Figure 8B shows dynamic range widths expressed in units of microamperes. As expected, the trend of broadening dynamic range from MP through to BP + 0 was exaggerated by a microampere representation of dynamic ranges. Conversely, the TP configuration typically showed the highest threshold, so TP dynamic ranges were broadened relative to the decibel...

FIG. 7. Pair-wise discrimination of levels. A and B: sensitivity to 1-dB (+ and ○) or 2-dB (○ and □) increments in current level for 2 subjects, configurations, and channels, as indicated. The dashed line indicates $d' = 1$, which was the criterion used with the 2-dB level increment to define dynamic range. C and D: data from A and B, respectively, plotted as cumulative sensitivity.

FIG. 8. Distributions of dynamic-range widths and cumulative level sensitivities. Each box with symbols represents the distribution across all subjects and channels for one electrode configuration. Horizontal lines show the 5th, 25th, 50th, 75th, and 95th percentiles, and plus signs represent outlying data. Only 5 cases were available for the BP + 3 configuration, so the individual data are shown with plus signs. Other configurations had 12–26 cases. A: dynamic-range width in dB. B: dynamic-range width in units of current ($\mu$A). Five of 24 BP + 0 points and 1 of 26 CG points fell above 300 $\mu$A and were cropped from the plot. C: maximum cumulative sensitivity (cumulative $d'$ across the entire dynamic range) based on discrimination of 1-dB increments of current level.
representation. Expressed in microamperes, the dynamic ranges of TP channels are roughly equivalent in width to those of BP + 1, 2, and 3 configurations, although TP dynamic ranges still were narrower than those of BP + 0 configurations.

An alternate way to represent the range of accurate current-level representation is to consider the cumulative sensitivity for discrimination of adjacent current increments (as in Fig. 7, C and D). The maximum cumulative \( d' \) across the entire dynamic range may be regarded as an estimate of the number of discriminable steps across the dynamic range of a channel. Figure 8C shows the distributions of maximum cumulative-current-level sensitivity for various electrode configurations. In general, the influence of configuration on cumulative \( d' \) was similar to the influence on dynamic range expressed in decibels.

Among the BP + N and TP configurations, there was an inverse relationship between the width of dynamic ranges for current-level coding and the range of levels over which place of stimulation was signaled accurately; this can be seen by comparing Figs. 4 and 8. Generally, the TP configuration showed the narrowest dynamic range, yet TP was the configuration that showed the most accurate channel discrimination at high currents. Conversely, the BP + 0 configuration showed the widest dynamic range for current discrimination yet showed severe degradation in channel discrimination at higher stimulus currents. In the case of the TP configuration, the three highest currents that were used in tests of channel discrimination (6, 9, and 12 dB re threshold) were above the current-level dynamic range of most channels. That is, accurate channel discrimination was possible under conditions in which the cortical sensitivity to changes in stimulus current level was saturated.

**Contribution of cortical spike timing to stimulus coding**

The companion paper demonstrates that cortical images of cochlear-implant stimuli exhibit substantial stimulus-dependent changes in their time structure. For instance, some cortical images showed rather constant first-spike latencies across the region of activated cortex. In other cortical images, latencies were minimal within the central region of activity, and latencies increased with increasing cortical distance from the center. In many instances, first-spike latencies correlated highly with spike rates, so that latencies did not carry stimulus-related information that was not available from spike counts. In other instances, however, the correlation was lower, and there was a possibility that first-spike latencies might contribute to stimulus coding. Also, stimulus-related information might be carried by aspects of the temporal structure of spike patterns other than the first-spike latency, such as by interspike intervals.

We compared the cortical coding of place of stimulation and current level under three conditions. The first, “full spike pattern,” condition was the same as that shown in all previous sections; all spike-rate and spike-timing structure was intact. In the second, “time-shuffled,” condition, temporal information in spike patterns was disrupted. In that condition, the distribution of spike times from each recording site was compiled across all stimulus conditions, then spike patterns were reconstructed by replacing each spike time with one drawn randomly without replacement from the distribution of all spike times. That procedure had the effect of preserving spike rates and the first-order distribution of spike times while eliminating any specific stimulus-related timing. In the third, “spike-rate” condition, all temporal information was eliminated by representing the response at each cortical site by the spike rate. The input to the ANN in that condition consisted of vectors of the spike rate at each of 16 recording sites.

Figure 9 shows the sensitivity \( (d') \) for pair-wise channel discrimination in the full-spike-pattern condition compared with the time-shuffled condition. In some cases, discrimination sensitivity was roughly equal in the two conditions, but a substantial majority of cases showed reduced sensitivity in the time-shuffled condition; those cases are represented by data points lying beneath the diagonal line in Fig. 9. Across all cases of channel discrimination, \( d' \) averaged 0.25 units lower in the time-shuffled condition \( (P < 0.001) \). That difference was somewhat compressed by the many cases in which discrimination sensitivity was low under both conditions. In the 47% of cases in which \( d' \) was \( \geq 1 \) in one or both conditions, the difference was 0.33 \( d' \) units \( (P < 0.001) \). A similar reduction in sensitivity was observed for the spike-rate condition relative to the full-spike-pattern condition; sensitivity averaged 0.23 \( d' \) units lower across all cases and 0.33 units lower in cases in which one or both values of \( d' \) were \( \geq 1 \). Disruption of temporal information in spike patterns had a somewhat smaller effect on discrimination of current levels than on channel discrimination. The current-level sensitivity was reduced by only 0.13 \( d' \) units in the time-shuffled condition.

**Discussion**

We have used an ANN algorithm to recognize spatiotemporal patterns of cortical activity (“cortical images”) and thereby to identify cochlear electrical stimuli. In effect, we quantified the stimulus-related information that an ideal observer could obtain by observing neural firing patterns at 16 sites in the auditory cortex. The results confirm the hypothesis that various cochlear electrode configurations differ in the accuracy with which they signal to the cortex the place and level of cochlear stimulation. The present analysis was designed with the goal of facilitating comparison of the physiological results with published human psychophysical results. In this discussion, we begin by considering some of the factors that bear on the
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**FIG. 9.** Discrimination of channels by full spike patterns (abscissa) and time-shuffled patterns (ordinate). The symbols represent every subject, configuration, level, and channel separation.
validity of such comparisons. Then we relate our results on current-level and channel identification to corresponding human psychophysical results. Finally, we consider the implications of our physiological results for the design of speech processors for cochlear prostheses.

Validity of comparison to human psychophysics

Our operating premise was that a listener’s auditory perceptual experience is limited by the information that is available to his or her auditory cortex. We assumed that pairs of stimuli that elicit very different patterns of cortical activity are more easily discriminated in a perceptual task than pairs of stimuli that elicit indistinguishable cortical patterns. There are numerous factors that would limit detailed comparison of the absolute accuracy of stimulus discrimination or identification between the present physiological results and human perceptual results. Obvious examples of such factors include the difference in species and the presence or absence of anesthesia. Also, absolute levels of accuracy in the physiological study were influenced by the number of cortical sites that were studied, typically 16, and the range of the cortical frequency representation that was sampled, typically the representation of the highest 2–3 octaves of the guinea pig’s auditory range. The number of recorded sites was determined by the design of our recording probe. In preliminary tests, we simulated recording from more neurons by averaging responses across multiple trials. Given enough averages, absolute levels of stimulus discrimination could be elevated to nearly perfect performance across many or all stimulus conditions. This observation illustrates the lack of validity of absolute measures of performance. Nevertheless, it is encouraging that the performance based only on the responses of neurons at 16 cortical sites on individual trials tended to span the range of performance that is seen in human studies. That indicates that our performance measures are likely to be sensitive to stimulus parameters similar to those that influence human perception.

We are more confident about conclusions that we can draw from relative measures of performance among electrode configurations. Pilot studies indicated that such comparisons are robust to experimental details such as number of recorded cortical sites or to the use of averaging procedures. We assume that relative measures, for the most part, are robust to interspecies differences. The present physiological results regarding comparisons among electrode configurations are validated to some extent by the few human psychophysical studies that have compared electrode configurations; generally, our physiological results in guinea pig agree with published psychophysical results, which are discussed in later sections. Another experimental difference between our study and most psychophysical studies is that our stimuli were single electrical pulses, whereas most psychophysical studies of channel or current identification have employed short bursts of pulses. In preliminary studies, we have obtained similar results from single pulses and short bursts of pulses in regard to several aspects of stimulus coding, but that issue needs further attention in future studies.

A potentially significant limitation in the comparison of our results to results from human listeners relates to the status of the auditory nerve. In humans, deafness results from a wide variety of etiologies, and patients show a wide variety of histories in regard to duration of deafness and implantation. As a result, patients show great variability in the status of survival of auditory nerve fibers. In contrast, all our guinea pigs were deafened by intra-scalar application of an ototoxic drug, and all were implanted and studies completed within 16 h of deafening. For that reason, we infer that the status of the auditory nerves in our study was more uniform and that the proportion of surviving fibers was higher than in most human patients. The more-uniform status of auditory nerves in our study might account for the generally lower levels of inter-subject variability that we observed compared with human psychophysical studies. For instance, channel-discrimination sensitivity in the BP + 1 configuration at 1 dB above threshold ranged only from 1.16 to 2.99 $\text{d’/mm}$ in our six guinea pig subjects (at the 1-dB current level). In contrast, a comparable measure ranged from 0.12 to 3.16 $\text{d’/mm}$ among 12 human subjects in the psychophysical study by Nelson and colleagues (1995). The status of auditory nerves might influence conclusions regarding comparisons among electrode configurations. In our study, the most focal electrical fields provided the most accurate signaling of cochlear implant channel. Highly focal configurations might be less suitable for patients who show relatively sparse nerve survival. Future studies are needed to address the impact of auditory-nerve status on responses to various electrode configurations.

A further caveat in comparison of our results to results from human listeners relates to the possibility of CNS reorganization consequent to long-term deafness with or without cochlear-implant stimulation. Studies in cats have demonstrated that the auditory cortex maintains at least a rudimentary representation of the cochlea during long-term deafness (Hartmann et al. 1997; Raggio and Schreiner 1999). Nevertheless, other results in the cat have identified deafness- or stimulation-induced changes in the cochlear representation in the auditory cortex (Raggio and Schreiner 1999) and inferior colliculus (Snyder et al. 1990). Similar reorganization might be present in human patients, whereas no such reorganization was likely in our acutely deafened guinea pigs.

Level discrimination and dynamic ranges

In the companion study (Bierer and Middlebrooks 2002), we defined the dynamic ranges of single neurons as the range of current levels over which neurons increased their normalized firing rates from 25 to 75% of their maximum rates. Dynamic ranges at the most sensitive cortical recording sites tended to be narrow, only around 1–2 dB. Wider dynamic ranges were measured at cortical sites away from the most sensitive sites, especially for BP + N and TP configurations. Thresholds also varied according to cortical location relative to the most sensitive site. For those reasons, estimates of current levels based on responses at multiple cortical sites would necessarily show wider dynamic ranges than the 1- to 2-dB ranges measured for the most sensitive units. In the present study, we measured the accuracy with which current levels could be signaled by the entire ensemble of neurons recorded by 16-channel probes, including the most sensitive sites as well as more remote sites. Patterns of cortical activity signaled cochlear electrical current levels with considerable accuracy. In many cases, the difference limens for detection of changes in current level were $<1 \text{ dB}$, as indicated by $d’ \geq 1$ for a current increment of 1 dB. We
defined the dynamic range for each stimulation channel in each electrode configuration as the range of levels over which the difference limen for detection of changes in electrical current was \( \pm 2 \) dB. The dynamic ranges varied among electrode configurations. Averaged across all subjects, dynamic ranges for MP and \( \text{BP + N} \) configurations tended to increase with decreasing extent of cochlear electrical field, showing the widest dynamic range for the \( \text{BP + N} \) configuration.

In the companion study, we noted that cortical thresholds for cochlear stimulation in the TP configuration tended to range widely across the 16 cortical recording sites in each animal. If dynamic ranges were based on the activity of all cortical neurons, then those wide ranges of thresholds would predict wide dynamic ranges for TP stimuli. Contrary to that prediction, TP configurations consistently showed the narrowest dynamic ranges as computed in the present study. One possible explanation for that contrary result is that neurons remote from the centroid of cortical activity might have fired with high trial-by-trial variability so that they did not contribute to the network identification of current level. We tested a condition in which trial-by-trial variability in responses was reduced by averaging across sets of 10 trials. Current-level discrimination improved in that condition, and dynamic ranges in the TP configuration increased. Presumably an awake animal makes sensory judgments based on the activity of many more than 16 cortical neurons. One possibility is that the coordinated activity of many neurons improves the accuracy of level judgments and the width of dynamic ranges in the TP configuration relative to other configurations. Alternatively, the relative differences in sizes of activated populations between TP and other configurations might persist and result in differences in dynamic ranges.

In human psychophysical studies, dynamic range usually is defined as the range of currents from the lowest detectable current to the current that produces the maximum comfortably (or maximum acceptable) loudness (e.g., McKay et al. 1999; Nelson et al. 1996). In the present study, dynamic ranges represented the range of currents over which changes in current resulted in changes in cortical images. At this time, we can only speculate on the correspondence between dynamic ranges measured with perceptual and physiological techniques. In human psychophysical studies, sensitivity to changes in current levels remains constant or even improves at the upper end of the dynamic range (Chatterjee 1999; Nelson et al. 1996). That implies that maximum comfortable loudness corresponds to a current that lies within the physiological dynamic range. For that reason, the upper ends of our physiological dynamic ranges probably are higher than the guinea pig equivalent of comfortable loudness, implying that the dynamic ranges in the present study tend to be fairly broad estimates of perceptual dynamic ranges. We do not know, however, whether the currents at the upper ends of the physiological dynamic ranges are close to or are well above the currents corresponding to maximum comfortable loudness levels.

There have been few reports that compared human psycho-physical dynamic ranges across various electrode configurations, but those reports suggest that the differences among configurations are somewhat smaller than the differences that we observed in physiological dynamic ranges. In our study, dynamic ranges averaged \( 4.6 \) dB for MP, \( 6.7 \) dB for the average of \( \text{BP + 0} \) through \( \text{BP + 3} \), \( 3.5 \) dB for TP, and \( 6.0 \) for CG. Busby and colleagues (1994) compared in human patients pseudo-monopolar, bipolar (\( \text{BP + 1 or 2} \)), and common ground configurations. Dynamic ranges varied considerably among electrodes in each subject and among subjects but averaged \( 5.4 \) dB for monopolar, \( 6.1 \) dB for bipolar, and \( 7.6 \) dB for common ground. The ranking in that study of dynamic ranges for monopolar and bipolar configurations agreed with our results, but the dynamic range for common ground ranked higher than in our results. Pfingst and colleagues (1997) tested \( \text{BP + 0} \) and \( \text{BP + 6} \) configurations and obtained mean dynamic ranges of \( 4.2 \) and \( 5.0 \) dB, respectively. That ranking is opposite to the modest decrease in dynamic ranges that we observed with increasing bipolar extent.

Chatterjee (1999) explored the influence of spatial extent of bipolar stimulation on the growth of loudness associated with increasing current level. In that study, listeners reported loudness on a scale from 1 to 100, in which 1 indicated just detectable and 100 indicated too loud. The loudness estimates were fit closely by an exponential function of current in microamperes, with the exponent containing a multiplier that depended on the cochlear extent from the active to the return electrode. We estimated dynamic ranges from the Chatterjee study by taking scores of 99 and 2 as the upper and lower ends of the dynamic range and computing the corresponding current levels. The dynamic ranges expressed in microamperes increased with decreasing cochlear extent, but the exponential nature of the current-to-loudness function implied that dynamic ranges expressed in decibels are independent of cochlear extent. That conclusion agreed with the present physiological results that the dynamic ranges expressed in decibels showed little or no consistent change in dynamic range across \( \text{BP + 1} \) to \( \text{BP + 3} \) configurations. Dynamic ranges for the \( \text{BP + 0} \) configuration in our study, however, were significantly wider than for \( \text{BP + 1, 2, or 3} \). Chatterjee did not report results for the \( \text{BP + 0} \) configuration (\( M = 1 \) in her terminology), so a question remains as to whether or not the most restricted bipolar configuration provides a particularly wide dynamic range.

Nelson and colleagues (1996) examined difference limens for current discrimination as a function of current level. They estimated the number of discriminable steps of current across a listener’s entire dynamic range. The estimates varied widely, from 6.6 to 45.2 steps, depending on the listener. Electrode configurations all were \( \text{BP + 0} \) or \( \text{BP + 1} \) in that study. In the present study, the \( d' \) for discrimination of a 1-dB current increment typically ranged from about 0.5 to 2, and \( d' \) increased roughly linearly across ranges of currents increments that gave \( d' \) in that range. If we define the difference limen as that current increment that produces \( d' = 1 \), then the sum of \( d' \) across the dynamic range (the maximum cumulative \( d' \)) is an estimate of the number of discriminable steps. Across all subjects and channels in the present study, all the \( \text{BP + N} \) configurations exhibited roughly the same maximum cumulative sensitivity (around 6–9 \( d' \) units), whereas that measure was reduced to about 81% of the mean of those values for the MP configuration. The TP configuration displayed a considerably lower maximum cumulative sensitivity, only 55% of the mean value exhibited by the \( \text{BP + N} \) configurations.
Channel discrimination and identification

Information about the spectral content of sounds is transmitted to cochlear-prosthesis users primarily by activation of particular channels in the cochlear electrode array. In the animal model in the present study, the accuracy with which cortical activity represented the identity of active cochlear channels depended strongly on the cochlear electrode configuration. Generally, the accuracy of channel identification and discrimination ranked inversely with the size of presumed cochlear electrical fields; i.e., accuracy improved in the rank MP, BP, and TP. That result corresponds to the observation in the companion study that progressively more focal cochlear electrical fields result in progressively more focal cortical images. In conditions in which the spread of cortical activity was more restricted, the activity of individual cortical neurons tended to be more strongly modulated by the place of cochlear stimulation, and thus the activity of each neuron signaled more effectively the identity of the active channel.

In most cases, the cochlear images of BP + 0 and TP stimuli were largely encompassed by the 16 sites of our 1.5-mm-long recording array, whereas the images of MP stimuli often extended to (and presumably beyond) the edge of the recording array. For that reason, it is possible that the accuracy of cortical representation of MP stimuli was underestimated. That is, recognition of MP channels might have been more accurate had we surveyed a more widespread cortical area. Our recording arrays typically spanned the cortical representation of 2 to 3 octaves of the audible range. In the absence of relevant perceptual data, we have no basis for determining the extent of the cortical area to which a listener attends for the purpose of identifying an active cochlear electrode. Given the dimensions of the recording array, however, neurons beyond the sampled cortical area would have had characteristic frequencies more than about an octave beyond the characteristic frequency at the stimulated cochlear site.

Studies of human cochlear-implant users have tested electrode discrimination (Henry et al. 2000; McKay et al. 1999; Pfingst et al. 1999; Zwolan et al. 1997), pitch rank (Collins et al. 1997; Donaldson and Nelson 2000; Nelson et al. 1995; Townshend et al. 1987), and channel identification (Busby et al. 1994; Collins et al. 1997; Tong and Clark 1985). As in the present animal study, performance in those human studies varied widely among subjects and among electrodes, from near-chance to near-perfect discrimination of adjacent channels. Only a few human psychophysical studies have tested the influence of electrode configuration on channel discrimination or identification. In the early study by Tong and Clark (1985), listeners identified members of sets of seven channels. Two subjects were tested with bipolar pairs that differed in spatial extent: BP + 1 and BP + 4 in one subject and BP + 2 and BP + 4 in the other. In each case, there was negligible difference in channel identification between the pair of spatial extents. Similarly, in the present study we observed little difference in channel sensitivity among BP + 0, 1, 2, and 3 configurations. In the pitch-ranking study by Townshend and colleagues (1987), a tripolar configuration was compared in one case with a monopolar configuration. The sensitivity for pair-wise discriminations along seven channels was approximately double in the tripolar configuration compared with the monopolar. The present cortical results consistently showed superior performance in the TP configuration, with sensitivity always more than a factor of 2 greater than sensitivity in the MP configuration. In the study by Henry and colleagues (2000), individual subjects used either BP or CG stimuli. Although configurations were never compared within a single subject, the 3 CG subjects consistently showed better channel discrimination than did the 12 BP subjects. In the present study, discrimination in the CG configuration was better than the TP + 0 configuration only at a high current level (9 dB above threshold).

The greatest differences between BP + N and TP configurations appeared at relatively high current levels. Discrimination of BP + N channels was markedly degraded at current levels 6 dB above threshold and higher. The dynamic ranges for current discrimination in bipolar configurations averaged as high as 7.3 dB (for BP + 0). That range of currents coincides partially with the range of currents over which channel discrimination was degraded. In contrast, discrimination of TP channels was essentially unchanged across levels from 1 to 12 dB above threshold. The dynamic range for current discrimination in the TP configuration averaged only 3.5 dB. If we assume that the upper end of the physiological current-discrimination range is at or beyond a listener’s maximum comfortable loudness, accurate channel discrimination at higher current levels is of questionable value. Regardless, it appears that the TP configuration permitted accurate channel discrimination across all usable current levels, whereas the BP configuration showed loss of accuracy over much of what appears to be the usable dynamic range.

Two studies have examined the influence of current level on channel discrimination using a bipolar configuration (McKay et al. 1999; Pfingst et al. 1999). Both found that increases in current levels resulted in a weak increase in discrimination performance. That is counter to the present study in which increases in current level across a range of several decibels resulted in prominent decreases in discrimination for all but the TP configuration. Again, there is uncertainty here about the sound levels that we tested relative to the perceptual comfort level. In the published psychophysical studies, best performance by most subjects was obtained at the highest tested levels: 100% (McKay et al. 1999) or 75% (Pfingst et al. 1999) of the current level that corresponded to maximum comfortable loudness. Our tests at 6 and 9 dB above threshold might have been at a considerably higher effective level. If we restrict attention to our measurements at 1 and 3 dB above threshold, a 2-dB increase in current produced no significant change in performance except in the MP configuration, in which performance declined somewhat (P < 0.05).

Common-ground configuration and cortical topography

In the CG electrode configuration, there is a single active electrode and a return path formed by all the other intra-scalar electrodes. That configuration is regarded as a highly focal configuration that can be implemented on Nucleus electrode arrays (from Cochlear) using the implanted receiver stimulators (Busby et al. 1994; Henry et al. 2000). The TP configuration, in contrast, has only recently become available on any of the devices that use transcutaneous radio-frequency links. In the present study, the accuracy of channel discrimination for the CG configuration tended to show more inter-subject vari-
ability than did the other configurations, but in most cases the accuracy was quite high. The topography of cortical representation of the CG configuration, however, was somewhat irregular. As demonstrated in Fig. 5, the MP, BP + 0, and TP configurations tended to show monotonically increasing discrimination sensitivity as the channel separation increased. Those trends were consistent with a monotonic, essentially one-dimensional cortical representation of cochlear place. Consistent with that interpretation, the companion paper demonstrated that the spike-rate-weighted centers of masses (the “centroids”) of cortical images tended to shift systematically in cortical place according to changing cochlear channel number. In the CG configuration in the present study, increases in the separation between channels resulted in nonmonotonic changes in discrimination sensitivity, such that in some cases channels that were more than four channels apart were discriminated less accurately than were adjacent channels. Similarly, cortical centroids of CG channels measured in the companion study showed a nonmonotonic map of CG channel onto cortical place.

The irregular channel discrimination in CG configuration observed in the present study parallels an observation from the human psychophysical literature. In the study by Busby and colleagues (1994), listeners often demonstrated a major reversal in pitch estimates in the progression of CG channels along the cochlear array. Those authors speculated that the pitch reversal could have resulted from high impedance in the current path for the active electrode compared with a lower impedance for more distant electrodes. In the present study, because of the geometry of the stimulating array relative to the guinea pig cochlea, the most apical electrodes probably were situated closer to the cochlear modiolus than were more basal electrodes. For that reason, the apical return electrodes of a nominally basal CG stimulus might have elicited a cortical image resembling that of a more apical active channel.

**Implications for speech processors**

The results from the present animal model provide insight into electrical stimulus characteristics that might improve psychophysical sensitivity to stimulus current and cochlear place of stimulation. We now can look to the speech-perception literature to evaluate the importance of current and channel sensitivity for speech recognition. One approach to testing the importance of channel (i.e., place-of-stimulation) sensitivity has been to measure channel-discrimination sensitivity and speech-recognition performance and to compute the correlation across subjects. Results have been somewhat mixed. Little or no significant correlation has been found in studies that used the MPEAK speech-processing strategy for tests of speech recognition (Donaldson and Nelson 2000; Nelson et al. 1995; Zwolan et al. 1997). The MPEAK strategy used in those studies, however, provided relatively low-resolution spectral information. In contrast, studies with the SPEAK processing strategy, which provides spectral-peak information over more channels (Skinner et al. 1994), have demonstrated significantly better speech recognition in listeners who show better channel discrimination sensitivity. Donaldson and Nelson (2000) found that, among experienced SPEAK users, superior channel sensitivity correlated significantly with superior speech-recognition performance. Henry and colleagues (2000) also found a strong correlation between channel discrimination sensitivity and speech recognition using the SPEAK strategy, but only when they tested channel discrimination in a condition in which current levels varied randomly between trials. That suggests that a listener’s ability to identify channels at uncertain current levels is important for effective speech recognition. An analogous roving-current procedure was used in the present study in evaluation of channel discrimination. Further evidence for the importance of accurate channel discrimination is provided by a study by Zwolan and colleagues (1997), who tested listeners’ channel sensitivity and identified channels that subjects could not discriminate. Speech recognition improved when those listeners’ speech processors were reprogrammed to avoid activation of indiscriminable channels.

Studies of the importance of current-level sensitivity for speech recognition have produced varied results that depend on the speech-processing strategy that was used. In one study, Zeng and Galvin (1999) reprogrammed speech processors so that they delivered only two current levels (essentially “on” or “off”) to each channel. Listeners showed little degradation in speech recognition in quiet, although performance suffered in the presence of background noise. Those results suggest that amplitude sensitivity is of little importance for speech recognition, although listeners in that study used the SPEAK strategy, which provides fairly detailed spectral information in the form of cochlear place of stimulation. Loizou and colleagues (2000) obtained different results using the continuously interleaved stimulation strategy (CIS) (Wilson et al. 1991), which uses fewer cochlear channels than SPEAK and places more importance on the amplitude of the envelope of the speech waveform. In that study, speech recognition improved as the number of current levels was increased up to an asymptote of eight levels. That study was conducted in quiet conditions; presumably a larger number of amplitude steps would be beneficial in noisier conditions. In a simulation of the CIS strategy with normal-hearing listeners, Loizou and colleagues (2000) demonstrated a trade-off in speech recognition between the number of frequency bands and the number of amplitude levels. That is, an increase in frequency-band count could compensate for a decrease in the number of amplitude steps, and vice versa.

The present physiological results suggest that the choice of the optimal cochlear electrode configuration might depend on the characteristics of the speech-processing strategy that is to be used. The present-day SPEAK and ACE strategies, for instance, can exploit a relatively high channel count and emphasize detailed cochlear-place signaling (e.g., Skinner et al. 1994). Our results suggest that the TP configuration might be best suited for such strategies. We note that the CG configuration has been employed as means of obtaining a highly focal current field (like that of TP) and that instances of high levels of speech recognition have been reported using the CG configuration with the SPEAK strategy (Henry et al. 2000). We also note, however, that our results with the CG configuration show irregularities in the cortical topography and considerable inter-subject variability in regard to channel discrimination and dynamic range. Moreover, psychophysical studies have demonstrated substantial pitch reversals in the CG configuration (Busby et al. 1994). For those reasons, we regard the CG configuration as a poor substitute for TP. The CIS strategy, in contrast, employs a fixed, relatively small, number of channels.
and relies on comparatively detailed transmission of current-level information (Wilson et al. 1991). A narrow dynamic range for current-level discrimination would be a liability for such a strategy. The TP configuration exhibited the narrowest dynamic ranges in the present study, so that configuration might be poorly suited for a strategy that relied on detailed signaling of current levels. By that logic, our present results would favor a bipolar configuration for the CIS strategy.

Concluding remarks

This study set out to test two hypotheses. The first was that, compared with diffuse configurations, focal electrical configurations permit more accurate cortical representation of place of cochlear stimulation. That hypothesis was confirmed by quantitative results that TP and BP + N configurations permit more accurate channel recognition than does the MP configuration and that the TP configuration permits accurate channel recognition over a wider range of current levels than does the BP + N configuration. The second hypothesis was that focal configurations exhibit a wider dynamic range of discriminable current levels than do diffuse configurations. That hypothesis was confirmed in part by the result that BP + N configurations show wider dynamic ranges than does the MP configuration. The hypothesis was partially refuted, however, by the observation that the most focal tested configuration, TP, showed the narrowest dynamic ranges. The results from our animal model are largely consistent with the few human psychophysical studies that have compared responses to multiple electrode configurations in individual subjects. We hope that the present results will serve to focus the design of future psychophysical studies in animals and humans. We intend to proceed with application of this animal model to further studies of cortical responses to single cochlear-implant channels and of interactions among multiple channels.
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