Short- and Long-Term Changes in Joint Co-Contraction Associated With Motor Learning as Revealed From Surface EMG
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Osu, Rieko, David W. Franklin, Hiroko Kato, Hiroaki Gomi, Kazuhsa Domen, Toshinori Yoshioka, and Mitsuo Kawato. Short- and long-term changes in joint co-contraction associated with learning as revealed from surface EMG. J Neurophysiol 88: 991–1004, 2002; 10.1152/jn.00943.2001. In the field of motor control, two hypotheses have been controversial: whether the brain acquires internal models that generate accurate motor commands, or whether the brain avoids this by using the viscoelasticity of musculoskeletal system. Recent observations on relatively low stiffness during trained movements support the existence of internal models. However, no study has revealed the decrease in viscoelasticity associated with learning that would imply improvement of internal models as well as synergy between the two hypothetical mechanisms. Previously observed decreases in electromyogram (EMG) might have other explanations, such as trajectory modifications that reduce joint torques. To circumvent such complications, we required strict trajectory control and examined only successful trials having identical trajectory and torque profiles. Subjects were asked to perform a hand movement in unison with a target moving along a specified and unusual trajectory, with shoulder and elbow in the horizontal plane at the shoulder level. To evaluate joint viscoelasticity during the learning of this movement, we proposed an index of muscle co-contraction around the joint (IMCJ). The IMCJ was defined as the summation of the absolute values of antagonistic muscle torques around the joint and computed from the linear relation between surface EMG and joint torque. The IMCJ during isometric contraction, as well as during movements, was confirmed to correlate well with joint stiffness estimated using the conventional method, i.e., applying mechanical perturbations. Accordingly, the IMCJ during the learning of the movement was computed for each joint of each trial using estimated EMG-torque relationship. At the same time, the performance error for each trial was specified as the root mean square of the distance between the target and hand at each time step over the entire trajectory. The time-series data of IMCJ and performance error were decomposed into long-term components that showed decreases in IMCJ in accordance with learning with little change in the trajectory and short-term interactions between the IMCJ and performance error. A cross-correlation analysis and impulse responses both suggested that higher IMCJs follow poor performances, and lower IMCJs follow good performances within a few successive trials. Our results support the hypothesis that viscoelasticity contributes more when internal models are inaccurate, while internal models contribute more after the completion of learning. It is demonstrated that the CNS regulates viscoelasticity on a short- and long-term basis depending on performance error and finally acquires smooth and accurate movements while maintaining stability during the entire learning process.

INTRODUCTION

Muscle and peripheral reflex loops possess springlike properties that pull joints back to equilibrium positions by generating restoring forces against external perturbations. This viscoelasticity can be regarded as the peripheral feedback control gain, which is adjustable by regulating muscle co-contraction levels and reflex gains. It has been hypothesized that by exploiting this viscoelasticity ( Mussa-Ivaldi et al. 1985 ), the CNS can control the limbs by simply commanding a series of stable equilibrium positions aligned along the desired movement trajectory ( equilibrium-point control hypothesis ) ( Bizzi et al. 1984 ; Feldman 1966 ; Flanagan et al. 1993 ; Flash 1987 ; Hogan 1984 ). This theory, however, requires that viscoelastic forces increase as the movement speeds up, because the dynamic forces acting on the multijoint links grow in rough proportion to the square of the velocity. On the other hand, the alternative hypothesis, referred to as internal model control, enables the realization of fast and accurate movements even with low viscoelastic forces. Under this hypothesis, the CNS learns internal models that simulate the dynamics of the musculoskeletal system and external environment and generates the required feedforward motor commands ( Bizzi and Mussa-Ivaldi 1998 ; Kawato et al. 1987 ; Miall et al. 1993 ; Shidara et al. 1993 ). It has been a matter of controversy whether the CNS relies
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on high viscoelastic forces without internal models or utilizes acquired internal models with low viscoelastic forces (Gomi and Kawato 1996; Gribble and Ostry 2000; Gribble et al. 1998; Katayama and Kawato 1993; Koike and Kawato 1993; Lackner and Dizio 1994; Latash and Gottlieb 1991). Recent observations on relatively low stiffness levels during well-trained movements support the existence of internal models (Bennett et al. 1992; Burdet et al. 2000, 2001; Gomi and Kawato 1996). On the other hand, reports that EMG is higher in a novel environment than a normal environment (Basmajian and De Luca 1985; Bernstein 1967; Milner and Cloutier 1993; Thor- oughman and Shadmehr 1999) indirectly suggest that the viscoelasticity at the beginning of learning may not be as low as that after extensive training. In other words, the CNS may rely on viscoelastic forces more heavily at the beginning of learning when internal models are poor, and it may gradually increase the internal model contribution as learning proceeds, resulting in decreases in the viscoelasticity. Although several studies have tried to model such a dual strategy (Flash and Gurevich 1997; Gribble and Ostry 2000; Katayama et al. 1998; Wang et al. 2001), no previous experimental study has clearly proven the existence of pure decreases in viscoelastic forces that would imply improvement of internal models. The observed decrease in electromyogram (EMG) during learning in previous studies might have other explanations, such as trajectory modifications leading to reduced joint torques or lower reflex contributions due to the attenuation of external perturbations. One way to circumvent such complications is to require strict trajectory control and look only at successful trials having identical trajectory and torque profiles.

In this study, we developed a novel method to evaluate viscoelastic forces around the joint using EMG signals and inferred changes in viscoelasticity associated with learning. We also investigated short-term interactions between performance errors and viscoelastic forces by time-series analysis. Our findings suggest that the relative contributions of internal model control and viscoelasticity to the final motor command are adaptively regulated on a long-term and short-term basis.

METHODS

Experimental design

The experiments consisted of two parts. First, we proposed an index of muscle co-contraction around the joint (IMCJ) computed from surface EMG and joint torques, and compared the IMCJ with stiffness measured using the conventional method, i.e., applying mechanical perturbations (method evaluation). Then, we performed a second experiment in which we elucidated learning-associated changes in viscoelasticity using the proposed IMCJ. Six healthy subjects participated in the learning experiments (4 males and 2 females; ages 20–36 years; 1 male was left-handed). Two of the six also participated in the method evaluation experiments under the isometric condition. Three other subjects participated in the method evaluation experiment under the dynamic condition (2 males and 1 female; ages 29–34). The institutional ethics committee approved the experiments, and the subjects gave informed consent prior to participation.

Definition of the IMCJ

Gomi and Kawato (1996) and Burdet et al. (2000, 2001) measured stiffness during multijoint arm movements using a high-performance computer-controlled mechanical interface [Parallel Link Direct-Drive Air-Magnet Floating Manipulandum (PFM)] to displace the hand slightly during each movement and measure the restoring force. Unfortunately, these methods require many trials so they cannot be used to observe progressive changes in the stiffness that accompanies learning. Based on a report that the surface EMG is highly correlated with the static stiffness (Osu and Gomi 1999), and that the joint stiffness is highly correlated with the joint torque (Gomi and Osu 1998; Hunter and Kearney 1982), we propose the following index for evaluating joint stiffness, using surface EMG instead of direct measurements.

If rectified surface EMG signals are assumed to be proportional to isometric muscle tension (Basmajian and De Luca 1985), the joint torque can be expressed as the difference between the flexion torque exerted by the flexor muscles (weighted muscle tension) and the extension torque exerted by the extensor muscles

\[ \tau_e = c_1 u_1 + c_2 u_2 + c_3 u_3 + c_4 u_4 \]

\[ \tau_s = c_5 u_5 + c_6 u_6 + c_7 u_7 + c_8 u_8 \]

Here, \( \tau_e \) and \( \tau_s \) denote the elbow joint torque and shoulder joint torque, respectively. \( u_i \) denotes an individual muscle activity, which is assumed to be proportional to the rectified and averaged surface EMG signals. \( u_s \) and \( u_e \) denote the activity of shoulder monoarticular flexor and extensor muscles, \( u_f \) and \( u_d \) denote the activity of elbow monoarticular flexor and extensor muscles, and \( u_3 \) and \( u_4 \) denote the activity of biarticular flexor and extensor muscles. The parameters \( c_i \) include both the moment arm and conversion factor from the muscle activity (rectified and averaged EMG) to muscle tension. The parameters \( c_i \) are all constants, as long as the moment arm is assumed to be constant. Supposing that each muscle stiffness term is proportional to the corresponding muscle torque (weighted muscle tension; \( c_i u_i \) in Eq. 1) (Gomi and Osu 1998; Hunter and Kearney 1982), we may be able to use the summation of muscle torques as a measure for the joint stiffness. Therefore we define IMCJ as follows

\[ S_s = c_1 u_1 + c_2 u_2 + c_3 u_3 + c_4 u_4 \]

\[ S_e = c_5 u_5 + c_6 u_6 + c_7 u_7 + c_8 u_8 \]

Here, \( S_s \) and \( S_e \) denote the IMCJ at the shoulder and elbow, respectively. Simultaneous increases in antagonistic muscle torques do not increase the joint torque (Eq. 1), but do increase the IMCJs because the IMCJs are the summations of the absolute values of antagonistic muscle torques (Eq. 2).

At a given level of activity, muscle tension nonlinearly depends on length and velocity. Accordingly, muscle stiffness also depends on length and velocity (Winters 1990), which means that surface EMG does not linearly correlate with dynamic stiffness. Further, moment arms of some muscles (e.g., pectoralis major, posterior deltoid, and brachioradialis) change during movements (Kuechle et al. 1997; Murray et al. 1995; Winters 1990). However, we assumed linear length-tension, velocity-tension curves, and constant moment arms, and approximated dynamic muscle stiffness by the weighted summation of muscle activities using parameters \( c_i \), estimated by isometric tasks. Although these simplifications were obviously wrong and might have caused error, the error was the same for each identical movement during learning and therefore it was possible to quantify changes in stiffness across time.

The validity of the IMCJ proposed above was assessed by the following experiments under both isometric and dynamic conditions.

Evaluation of IMCJ as a good measure of stiffness

For the evaluation using isometric tasks, the subjects gripped the handle of a force sensor and were instructed to produce a specified force (0, 5, or 10 N) in a specified direction (16 directions in the hand’s x-y plane at even intervals) without co-contraction (Fig. 1A). The current force vector applied by the handle to the hand and a small cross indicating the target force were displayed on a computer mon-
The joint torque was calculated from the average force using a Jacobian exerted by the hand was measured by a force sensor attached to the measured at the same time by applying perturbations (PFM-measured (Eq. 1)). The computed IMCJs were compared with the stiffness absolute values of extensor muscle torques related to each joint summing all the absolute values of \( \tau_t \). The right forearm of the subjects was permitted. During the experiment, each subject's hand was kept at the coordinate of \([x, y] = [0.0, 0.35]\) m. The subjects were required to keep the head of the force vector on the target during each experimental set to preserve the constant external force. Additionally, rectified and filtered surface EMG signals (moving average, 0.5 s) of six muscles were displayed in a bar graph. A reference line was marked on the EMG bar graph. The reference line consisted of the rectified and filtered surface EMG signals of six muscles that were determined by requesting target force exertion before each experimental set. The subjects were also asked to keep the EMG bar graph the same as the reference line so that the muscle activity would be constant during each set. The stiffness was measured at the same time by applying small perturbations using the PFM. The hand was slightly pushed and pulled back in eight randomized directions within a brief period (6–8 mm, 0.3 s, 8 directions, 3 times for each set). The subjects were asked not to intervene voluntarily during the perturbations. The details of the arm-impedance estimation method are provided elsewhere (Gomi and Kawato 1995, 1997; Gomi and Osu 1998).

The EMG was recorded from a shoulder monoarticular flexor (pectoralis major) and extensor (posterior deltoid), an elbow monoarticular flexor (brachioradialis) and extensor (lateral head of triceps brachii), and a biarticular flexor (biceps brachii) and extensor (long head of triceps brachii). The EMG signals were recorded using pairs of silver-silver chloride surface electrodes in a bipolar configuration. Each signal was filtered [cutoff frequency, 25 Hz (low) and 1,500 Hz (high)] and sampled at 2,000 Hz. The EMG signals were rectified and averaged for a period of 0.4 s before perturbations. This rectified and averaged EMG was used as muscle activity \( u_i \) in Eq. 1. The force exerted by the hand was measured by a force sensor attached to the handle. The measured force was averaged for a period of 0.4 s. The joint torque was calculated from the average force using a Jacobian matrix.

The joint torque was decomposed into muscle torques using parameters estimated from a linear regression of the joint torque and measured EMG \( u_i \) (Eq. 1). All of the parameters \( c_i \) were estimated by the least-square-error method. Then, each IMCI was computed by summing all the absolute values of flexor muscle torques and the absolute values of extensor muscle torques related to each joint (Eq. 2). The computed IMCJs were compared with the stiffness measured at the same time by applying perturbations (PFM-measured stiffness). We estimated linear relationships between the PFM-measured stiffness ([Nm/rad]) and the IMCJs ([Nm]) using the acquired data so we could convert the IMCI unit to stiffness unit (IMCJ).

Because the approximation of dynamic stiffness using IMCI relies on oversimplified assumptions such as constant moment arms, linear length-tension, and velocity-tension curves, we evaluated whether IMCI is still applicable for the movement data despite these simplifications. We compared IMCI, computed by applying isometric torque-EMG relationship to dynamic EMG, to dynamic stiffness measured simultaneously. To confirm that the IMCI represents dynamic stiffness, it is important to obtain a wide variety of stiffness estimates. However, estimating a single dynamic stiffness requires many more trials than estimating a static stiffness. To acquire enough variety of stiffness values, we used data from three subjects across three tasks measured on different days. Each subject learned three different force-fields (null force-field, velocity-dependent force-field, and position-dependent force-field) on different days. Before learning each force-field, the isometric torque-EMG relationships were measured to estimate parameters \( c_i \) in the same way as described above except that no perturbation was given. Then, subjects performed horizontal point-to-point movement away from the body in one of the three force-fields. After enough training, stiffness during the movements was measured by applying small positional perturbation to the hand (Burdet et al. 2000). At the same time, EMG signals were recorded from six arm muscles, and the corresponding shoulder and elbow IMCJs were computed using the estimated parameters \( c_i \). Each dynamic stiffness was compared with the corresponding IMCI. See APPENDIX 2 for details.

**Learning experiments**

Six subjects participated in the learning experiments. The learning experiments themselves consisted of three parts. Prior to the learning task, the subjects executed isometric contraction tasks, enabling us to estimate the relationship between the surface EMG and joint torque (parameters \( c_i \) in Eq. 1) for the calculation of the IMCJs. Then, the subjects learned reaching movements under strict trajectory control. After the learning task, the subjects executed isometric contraction tasks again to confirm that the state of the electrodes after the learning was different from that before the learning. From this, we confirmed that the electrode interface was not responsible for the observed changes in the surface EMG.

In the isometric contraction tasks prior to and following the learning task, each subject’s hand was coupled to a force-torque sensor. The subject was instructed to produce a specified force (0, 5, 10, or 15 N for the prelearning trials and 0 or 10 N for the postlearning trials) in a specified direction (16 directions). The hand position and the instructions were the same as in the method evaluation experiment except that no perturbation was given. The hand force and EMG signals were recorded in the same way as in the method evaluation experiments.

In the learning task, the subjects performed reaching movements with the shoulder and elbow in the horizontal plane at the shoulder level. Wrist movements were constrained by a brace. The learning task consisted of moving the hand in unison with a target moving along a specified trajectory (Fig. 1B). The specified trajectory was curved inward, which was opposite to the natural curvature of spontaneous movements (Nakano et al. 1999). The average of 20 trials of the subject’s own hand trajectory conforming to a 3.5-cm-wide inwardly curved path, performed during practice, was shifted 5 cm away and used as the target trajectory (no constraint on time was given during these preparatory 20 trials). The hand start position and end position, which were shifted away from the original average trajectory, were located at \([x, y] = [-0.24, 0.37]\) m and at \([x, y] = [0.21, 0.39]\) m, respectively, i.e., a movement of about 0.5 m performed in approximately 0.5 s.

Obviously, the execution of such an unusual trajectory with a strict
time course requires learning. The applied shift from the original average trajectory also enhanced the requirement of learning. To ensure that the subject would learn the accurate geometry and time course of the target trajectory, only the hand trajectories close to the target trajectory (<4 cm at each time step) were regarded as successful trials. These operations enabled us to acquire movements having identical trajectory and torque profiles both at the beginning and at the end of learning, which was necessary to prove the existence of pure decreases in the viscoelasticity and implies improvement of internal models. The current hand and target positions were displayed on a CRT. After each trial, feedback of the resulting movement was provided to the subject by replaying the target and hand movements on the CRT, providing temporal and positional error information. Hand positions within 4 cm or over 4 cm from the target were displayed in different colors so that the subject could learn his/her weak points. The performance error for each trial was specified as the root mean square of the distance between the target position and the actual hand position at each time step over the entire trajectory. The number of trials required was 96–120. Position data were acquired using the OPTOTRAK system. Surface EMG signals were recorded from six muscles involved in shoulder and elbow movements in the same way as in the method evaluation experiment.

**Computation of dynamic torque**

The position data obtained during the learning trials were digitally filtered by a fourth-order Butterworth filter with an upper cutoff frequency of 10 Hz. Derivatives of the position data were calculated by successively applying a three-point local polynomial approximation. Ballistic components of the movements were extracted using the curvature as a threshold to determine the beginning and the end of each movement [500 (1/m)] (Pollick and Ishiura 1996). Dynamic torques were calculated through the dynamics equation of a two-joint arm model using the position data and link parameters estimated from the link length for each subject (the data of an adult man’s arm measured with a 3-dimensional scanner as a standard). The mass of the links was adjusted for each subject by changing the standard value proportional to the third power of the length of the subject. Viscosity coefficients were estimated from the absolute average torque for each movement using the equation in Gomi and Osu (1998). We averaged the absolute dynamic torques across whole movement durations determined by curvature criteria (average dynamic torque).

**IMCJ during learning**

Since IMCJs were correlated with the PFM-measured stiffness during isometric contraction tasks and dynamic tasks (see **RESULTS**), we calculated the IMCJ during the learning of movements. First, parameters $c_i$ in Eq. 1 were estimated for each subject from the EMG signals and joint torques in the isometric contraction tasks executed before the learning of the movements. The EMG signals during the movements were rectified and averaged across the entire movement duration determined by curvature criteria for each muscle. Further, to roughly examine which part of each movement duration is responsible for the change, each movement duration determined by the curvature criteria was divided into the first half and the latter half, and the EMG signals were rectified and averaged over either the first half or the latter half of each movement duration. Then, the estimated parameters $c_i$ were applied to the rectified and averaged EMG signals during movements $u_i$ to compute the average torques of individual muscles $(\tau_i u_i)$. The IMCJs of the shoulder and elbow were computed as the summations of the average absolute torques of individual muscles according to Eq. 2.

Because the parameters $c_i$ were computed from isometric data and do not take into account the changing moment arm or velocity-tension relation, they do not accurately reproduce muscle torque during movements. The EMG signals required to generate certain muscle torques were larger during the movements than during the isometric contraction, probably due to muscle tension-shortening-velocity characteristics. Accordingly, the IMCJs during the movements computed from isometric EMG-torque relationships were corrected according to EMG-torque relationships during the movements. Namely, IMCJs were scaled based on the ratio of dynamic torque to EMG-estimated torque. The dynamic torque was, as described above, computed from actual movement trajectories using an arm inverse dynamics model and then rectified and averaged (average dynamic torques). The EMG-estimated torque was computed according to Eq. 1 by applying the isometric EMG-torque relationship $(c_i)$ to the EMG during the movements $(u_i)$ and rectified and averaged in the same way as the absolute dynamic torque. The correction for the movements from the isometric condition was made for each joint of each subject. We further re-scaled IMCJ by converting the unit of IMCJ (Nm) to the unit of stiffness (Nm/rad/s), using a linear relationship between the PFM-measured stiffness and the IMCJ estimated in the method evaluation experiment (rIMCJ).

No matter how strictly we constrained the movements, the joint torque might have slightly differed from trial to trial, which might contribute to the stiffness values (Gomi and Osu 1998). To extract the rIMCJ independent of the joint torque that implies improvement of internal models, we subtracted the torque-dependent components from the rIMCJ. Assuming that the average rIMCJ was linearly dependent on the average dynamic torque, we expressed the average rIMCJ as the summation of the weighted average dynamic torque, a constant, and residuals that could not be explained by the joint torque. The parameters (the weight and the constant) were linearly estimated by the least square error method. Then, the torque dependent components were subtracted from the rIMCJ. We called this residual component the torque-independent rIMCJ.

**Bayesian multivariate feedback model for statistical analysis of time-series data**

Progressive changes in viscoelasticity and performance error may be described by a dynamical system with stochastic noises. To examine the properties of the system, we can apply time-series analysis to the rIMCJ and performance error during learning. To draw inferences from the time-series data, we need to select a suitable hypothetical model to represent the data. Having chosen a model, it becomes possible to estimate parameters and use the fitted model to enhance our understanding of the mechanism generating the series. Accordingly, we set up a statistical model whose structure was designed assuming interactions between viscoelastic force and performance error (Fig. 2). The observed rIMCJ and performance error at a certain trial number were assumed to consist of the following three components: 1) a smooth and long-term change in the mean level of the rIMCJ and performance error, expressing a gradual decrease with the progress of learning (nonstationary trend components); 2) short-term fluctuating components depending on previous trials, describing interactions between rIMCJ and performance error and able to be expressed as an auto-regressive (AR) model (cyclical components); and 3) observation noise. The rIMCJ and performance error can be expressed as follows:

\[ R(n) = r(n) + f(n) + \omega_R(n), \quad \omega_R \sim N(0, 10^{-4}) \]  (3)

\[ E(n) = e(n) + t(n) + \omega_E(n), \quad \omega_E \sim N(0, 10^{-4}) \]  (4)

Here, $n (1 \leq n \leq N)$ denotes the current trial number. Current rIMCJ $R(n)$ is composed of cyclical component $r(n)$, trend component $f(n)$, and observation noise $\omega_R(n)$. Current performance error $E(n)$ is composed of cyclical component $e(n)$, trend component $t(n)$, and obser-
FIG. 2. Statistical model whose structure was designed assuming interactions between viscoelasticity and performance error. See the text for details.

\[ r(n) = \sum_{m=1}^{M} A_m r(n-m) + \sum_{m=1}^{M} A_m \epsilon(n-m) + \epsilon(n) \quad \epsilon_i \sim N(0, \sigma^2_i) \] (7)

\[ e(n) = Q \cdot r(n) + \sum_{m=1}^{M} A_m e(n-m) + \epsilon(n) \quad \epsilon_i \sim N(0, \sigma^2) \] (8)

Here, \(r(n)\) is assumed to depend on the rIMCI, performance errors of the previous \(M\) trials \([r(n-m), \epsilon(n-m), 1 \leq m \leq M]\), and system noise \(e(n)\). \(e(n)\) is assumed to decrease with current rIMCI \([Q \cdot r(n), Q < 0]\) and to depend on the performance errors of the previous \(M\) trials \([\epsilon(n-m), 1 \leq m \leq M]\) and system noise \(e(n)\).

This model is formulated as an extended Bayesian multivariate feedback (BMF) model (Kato and Kawahara 1998; APPENDIX 1). For the system analysis, the special form of the cyclical components was transformed into an ordinary form of a multivariate AR (MAR) model allowing instantaneous responses.

The impulse responses of the system enable us to describe how the performance error and rIMCI interact with each other. The response of the rIMCI obtained by providing a unit impulse input to a performance error reveals how the CNS utilizes the information of previous performance levels to modify a subsequent rIMCI. The impulse responses of the model were calculated based on estimated model parameters (Akaike and Nakagawa 1972; Ishiguro et al. 1999).

The reliability of the estimated parameters of the model was confirmed by reapplying the system analysis to the simulated data sets, which were themselves generated based on the estimated model (Monte Carlo simulation, see APPENDIX 1).

**RESULTS**

**High correlation between measured stiffness and rIMCI**

We confirmed that the IMCJs were actually linearly correlated with the stiffness measured directly by applying mechanical perturbations (PFM-measured stiffness) during isometric force regulation tasks. We first confirmed that the joint torque could be linearly reconstructed from EMG signals in accordance with our previous studies (Gomi and Osu 1998; Osu and Gomi 1999). Figure 3A compares the measured joint torque and joint torque reconstructed from EMG signals of subject H.S. The coefficients of determination for the two subjects were 0.976 and 0.971. Therefore, first of all, the joint torque was well predicted from EMG signals. Then, IMCJs were computed as the summations of absolute torques of individual muscles (Eq.2). Figure 3B shows the relationship between the PFM-measured joint stiffness and corresponding IMCI for both subjects. The open circles denote shoulder joint stiffness and the crosses denote elbow joint stiffness. The thin marks denote data from subject Y.K. and the thick marks denote data

\[ t_i(n) = 2 \cdot t_i(n-1) - t_i(n-2) + e_i(n) \quad e_i \sim N(0, \sigma^2_i) \] (5)

\[ t_i(n) = 2 \cdot t_i(n-1) - t_i(n-2) + e_i(n) \quad e_i \sim N(0, \sigma^2) \] (6)

Here, \(e_i(n)\) and \(e_i(n)\) denote system noise. The order of the two is selected to extract low-frequency components as the mean-nonstationary terms.

The following information regarding the short-term interaction between the rIMCI and performance error was incorporated into the model describing cyclical components: 1) current rIMCI may change according to the performance errors in the previous trials (feedback from performance error to rIMCI), and 2) a high rIMCI is assumed to decrease the current performance error but is unlikely to have an effect on subsequent performance errors (instantaneous response of performance error to rIMCI). Therefore the cyclical components in Eqs.3 and 4 are described by the following special form of a multivariate auto-regressive model allowing instantaneous responses.
from subject H.S. A linear relationship was observed between the IMCJs and PFM-measured joint stiffness. The correlation coefficients for the two subjects were 0.891 and 0.882. These results suggested that the IMCJ can closely predict the magnitude of the joint stiffness. The following linear relationship between the IMCJs and PFM-measured joint stiffness was estimated by using the least square error method. Because the relationships between the IMCJs and PFM-measured joint stiffness were similar for both the shoulder and elbow of both subjects, the slope and the intercept were estimated using all of the data

\[ r_{IMCJ} ([Nm/rad]) = 6.27 \cdot IMCJ ([Nm]) + 4.61 \]

IMCJs ([Nm]) during learning movements were converted into \( r_{IMCJ} ([Nm/rad]) \) using the above linear relationship. Note that the IMCJs were corrected for movements from the isometric condition for each joint of each subject before the conversion to \( r_{IMCJ} \), as explained in METHODS.

We also confirmed that the IMCJ is applicable for the dynamic condition. Figure 4 compares joint stiffness and the corresponding IMCJ. Each asterisk represents a value from one of the three subjects under one of the three force-fields. Even across subjects and tasks, we still observed good linear relationships between IMCJ and dynamic stiffness (\( r = 0.85 \) for shoulder and 0.78 for elbow). We may suppose that, if the measurements were limited to the same day and the same subjects, the reliability of the IMCJ would be even better than the results obtained here. At least within similar movement trajectories, the current method works well to quantify the relative change of joint co-contraction during the dynamic condition.

![Figure 4](http://jn.physiology.org/)

**Fig. 4.** A and B: relationship between the IMCJ of the shoulder (A) and elbow (B) (horizontal axis) and the corresponding joint stiffness measured using perturbations (vertical axis) during movements.

**Fig. 5.** Changes in the profiles of the joint torque and \( r_{IMCJ} \) for subject Y.M. From top to bottom are the shoulder and elbow torques (\( \tau_s, \tau_e \)) and shoulder and elbow \( r_{IMCJ} \)s (\( S_s, S_e \)). From left to right are the initial 4 trials (all unsuccessful), the initial 4 successful trials, and the final 4 successful trials.

**Invariant EMG-torque relationships before and after learning**

As each experiment took a few hours, the impedance of the electrode interface might have changed with the passing of time. To verify that changes in the electrode interface were not responsible for observed changes in the surface EMG, we compared the relationships between the EMG levels and torques in the isometric contraction tasks prior to learning with those after learning for each subject. If the EMG levels in exerting the same joint torques were considerably lower after learning than before learning, the decreases in the EMG observed during the learning could not be ascribed to the effects of the learning. Fortunately, the observed EMG-torque relationships after learning were not detectably different from those before learning for any subject. The joint torque could be reconstructed from the EMG in isometric contraction tasks after learning by using the parameters estimated from the EMG-torque relationships before learning. The coefficient of determination for the seven subjects was 0.923 \( \pm \) 0.059 (SD). The slope of the regression line for the seven subjects was 1.008 \( \pm \) 0.099. The high coefficients of determination and the slope values close to one suggested that the relationships between the torques and EMG levels were preserved even after extensive trials. Therefore the observed decreases in the EMG levels after learning could not be ascribed to the long-term changes of the electrode state or muscle fatigue.

**Long-term decrease of \( r_{IMCJ} \)**

Figure 5 shows the changes in the joint torque and \( r_{IMCJ} \) time profiles during learning for subject Y.M. The first and second rows show the shoulder and elbow torques, respectively. The torques were calculated using the dynamics equation of a two-joint arm model. The third and fourth rows show shoulder and elbow moving-averaged \( r_{IMCJ} \) respectively. The moving-averaged \( r_{IMCJ} \) was calculated by applying estimated parameters \( \epsilon_i \) to EMG signals that were rectified and averaged using a 0.1-s moving-average window. The left column shows
the profiles of the initial four trials, which were all unsuccessful; the middle column shows the profiles of the initial four successful trials (early stage of learning); and the right column shows the profiles of the final four successful trials (late stage of learning). At the very beginning of the learning, the subjects failed to meet the task requirements, and as a result, their torque profiles were variable from trial to trial. However, even at the early stage of learning, the subjects soon managed to achieve several successful trials. The torque profiles of these initial successful trials were nearly identical to the torque profiles of the final successful trials. The applied strict constraint on the trajectory worked well to acquire rIMCJ data with similar torque profiles. As shown by the profiles, the rIMCJ in the successful trials decreased although the changes in the torque profiles were small. The decreases in the rIMCJ were more evident in the latter half of each movement duration.

Figure 6, A–C, shows changes in shoulder and elbow rIMCJ and performance errors accompanying learning, averaged across the entire movement duration. Each color corresponds to a subject (Y.O., magenta; K.D., green; N.H., cyan; H.S., blue; Y.K., yellow; Y.M., red). The solid curves denote trend components extracted by applying the second-order trend-component model expressed in Eqs. 5 and 6. Both the rIMCJ and performance errors fluctuated in the short term. In four of five subjects, the mean levels of rIMCJ for both shoulder and elbow gradually decreased as the learning proceeded. For the other two subjects (N.H. and Y.K.), the mean levels of rIMCJ were rather low at the beginning of learning, but at the same time, the performance errors were comparatively large. For these subjects, the hand fell short of the target at the beginning of the learning, resulting in smaller rIMCJs with larger performance errors.

Figure 7, A and B, shows relative changes in shoulder and elbow rIMCJ in successful trials (dotted curves), with the superimposed trends (solid curves) extracted by applying the second-order trend component model. Because the magnitude of rIMCJ was different between subjects, it was normalized for each subject to 0 mean and 1 SD. Each color corresponds to a subject. Figure 7C shows performance errors in successful trials (dotted curves) with the trends (solid curves). As ex-
Looking at the error, the performance errors were small and nearly constant and identical for all successful trials. Because of individual differences in performance, the number of successful trials were different between subjects. The success rate of each subject was 70% for Y.O., 81% for K.D., 54% for N.H., 79% for H.S., 48% for Y.K., and 35% for Y.M. In these successful trials, every subject showed a negative correlation between the trial number and rIMCJ except for one subject (Y.K., denoted in yellow). Even for subject N.H. (denoted in blue), who showed an increase in rIMCJ at the beginning of the learning, rIMCJ for successful trials showed a significant decrease in both shoulder and elbow. The results suggest that the rIMCJ decreased with little change in the performance error.

Table 1 shows correlation coefficients between the successful trial number and the average torque-independent rIMCJ (see Methods for definition). For the shoulder joint, five of six subjects showed a significant negative correlation between the trial number and rIMCJ. For the elbow joint, four of six subjects showed a significant negative correlation between the trial number and rIMCJ. Therefore, for the majority of the subjects and joints, the rIMCJ was found to decrease with learning independent of the joint torque. Consequently, learning enabled the generation of similar trajectories with less contribution from the viscoelasticity.

**Short-term interaction between rIMCJ and performance error**

As shown in Fig. 6, both the rIMCJ and performance error went up and down frequently throughout the learning process. Looking at the figure, these fluctuations appear to be simple white noise, but they might have some temporal interactions. They might reflect some dynamic system underlying the learning process. To examine the temporal relationship between the rIMCJ and performance error, the cross-correlation was computed according to the following deterministic cross-correlation sequence. The values were normalized so that, for an autocorrelation, the sample at zero lag would be 1.0

\[
C_r(m) = \frac{1}{N} \sum_{n=1}^{N-m} e(n)r(n+m)
\]

Here, \(N\) denotes the total number of the trials, and \(m\) denotes the lag in the trial number between the rIMCJ and performance error, \(e(n)\) and \(r(n+m)\) denote the cyclical components of the performance error and rIMCJ normalized for each subject. The long-term trend components described by Eqs. 5 and 6 were presubtracted from the performance error and rIMCJ. Figure 8 shows cross-correlations between performance error and rIMCJ in the latter half of each movement duration, averaged across all subjects, and their 95% confidence intervals. Significant positive-correlation values were observed at the lags of one and two trials for the shoulder, and at the lag of two trials for the elbow. A positive correlation value for a positive time lag means a positive correlation between the performance error and subsequent rIMCJ, that is, a higher rIMCJ follows a poor performance, and a lower rIMCJ follows a good performance. For the elbow, we also found a significant negative correlation at zero lag, suggesting an instantaneous response of the performance error to the rIMCJ. The negative correlation values for zero lag indicated that the performance was good when the rIMCJ was high, while the performance was bad when the rIMCJ was low. The observed positive correlation values at lags of a few trials suggested the existence of short-term interactions between the viscoelasticity and performance error. These observations were found in the latter half of the movement duration but were not significant in the first half of the movement duration.

To further examine the properties of the interactions, we analyzed the time series data for each subject using the BMF statistical model described in Eqs. 3–8 and in Fig. 2. The interactions between rIMCJ and performance error were examined for each subject by computing the impulse response of

**TABLE 1. Correlation coefficients between the successful trial number and rIMCJ for each subject**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Shoulder</th>
<th>Elbow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y.O.</td>
<td>-0.709**</td>
<td>-0.644**</td>
</tr>
<tr>
<td>K.D.</td>
<td>-0.660**</td>
<td>-0.486**</td>
</tr>
<tr>
<td>N.H.</td>
<td>-0.415**</td>
<td>-0.378**</td>
</tr>
<tr>
<td>H.S.</td>
<td>-0.442**</td>
<td>0.071 n.s.</td>
</tr>
<tr>
<td>Y.K.</td>
<td>0.175 n.s.</td>
<td>0.075 n.s.</td>
</tr>
<tr>
<td>Y.M.</td>
<td>-0.418**</td>
<td>-0.520**</td>
</tr>
</tbody>
</table>

**P < 0.01.**

n.s., not significant; rIMCJ, index of muscle co-contraction around the joint.
Each movement duration, where significant cross-correlations were found. To confirm the reproducibility of the model, we executed simulations by the Monte Carlo method (see APPENDIX 1). We processed only the rIMCJ values for the latter half of each movement duration, where significant cross-correlations were found.

Figure 9 shows the estimated response of the shoulder rIMCJ when a performance error impulse was input into the system. For five of six subjects, similar impulse responses were obtained from both real data and simulated data generated by the Monte Carlo method, suggesting that the observed transfer characteristics between the components were significant. That is, for these subjects, the shoulder rIMCJ showed a significant positive response to performance error input, which indicates that rIMCJ was positively correlated with the performance error levels in the immediately preceding trials. The results suggested that large performance errors will lead to a greater shoulder viscoelasticity, whereas small performance errors will lead to a lower viscoelasticity in subsequent trials. Interactions like these were not so obvious for the elbow rIMCJ and when the shoulder rIMCJ was restricted to the first half of each movement duration. Therefore previous performance mainly affected the viscoelasticity during the braking phase, and the shoulder viscoelasticity was more sensitive to this preceding performance than the elbow viscoelasticity.

The reproducibility of the estimated models and the reliability of the estimated values were examined from several aspects. Table 2 shows maximum likelihood and AIC values for each AR order in the cyclical components for subject Y.O. The top table shows the values when real data were used, while the bottom table shows the values when simulated data generated by the Monte Carlo method were used (see APPENDIX 1). In the case of this subject, an order of four (where the AIC value was minimal) was selected in the real data. The AIC value was again minimal at the order of four in the simulated data. The same AR order selected for both real data and simulated data demonstrates the reproducibility of an estimated model. All of the subjects here showed the same AR order for both the real data and simulated data. The AR order selected for subjects K.D., H.S., Y.K., and Y.M. was one, and for subject N.H., it was two. The reliability of the statistical model is described in APPENDIX 1.


discussion

IMCJ

We proposed a novel method for evaluating muscle co-contraction levels around the joint using surface EMG signals, and we confirmed that the values correspond well to the joint stiffness values in isometric contraction tasks as well as in dynamic tasks. The advantage of this method over the direct comparison of raw EMG signals, or EMG signals normalized by maximum voluntary contraction (MVC), is that the values have a physically meaningful unit. Because the magnitudes of raw EMG signals will change drastically for a number of reasons, such as the state of the electrodes, the distance between the electrodes, the configuration of muscles, skin condition, etc., they do not directly relate to a physical quantity, such as a force or stiffness. Even with MVC normalization, the contribution of each muscle is hard to assess. Therefore adding the raw EMG or normalized EMG of different muscles together has no physical meaning, because the weights among the multiple muscles are quite arbitrary. In contrast, in the present method, EMG signals are converted with reference to the generated joint torque so that they represent an absolute quantity. Because these converted values successfully represent a physically meaningful unit, they enable arithmetic operations such as addition and subtraction among operations of multiple muscles. This gives a measure for the net joint stiffness composed of multiple muscles as well as the relative contribution of each muscle to the joint stiffness. The present method can be used in a practical manner because the only requirement for computing the IMCJ is to measure the joint torque and surface EMG signals. Measuring the relationship between the joint torque and EMG is rather easy compared with that between the stiffness and EMG in terms of both mechanical and procedural demands (Osu and Gomi 1999).

Although the EMG-stiffness relationship during movements is quantitatively different from that during isometric contraction because of nonlinear components (such as length-tension or velocity-tension curves) or changes in moment arms according to the posture, the IMCJ successfully reproduced the relative change of joint co-contraction during movements (Fig. 4). The linear assumptions for force/velocity curves might have resulted in overestimating the agonist muscle torques compared with antagonist muscle torques. However, small errors in weighting antagonistic muscle pairs would not have severely affected the obtained results because none of the individual muscles showed a tendency distinctively opposite to the observed trend during learning. The assumption of constant moment arms is also over-simplified, especially for shoulder muscles. Pectoralis major moment arm might have changed 20% and posterior deltoid moment arm might have changed 30% for the movements examined here (Kuechle et al. 1997). Biceps and triceps moment arms seemed to be rather constant, while the brachioradialis moment arm might have changed 20–30% for the movements examined here (Murray et al. 1995). Such changes might have caused some error but would not have severely affected the results as long as we were observing almost identical trajectories within each subject, on the same day, and just looking at relative changes.

AIC, Akaike’s Information Criterion; AR, auto-regressive.

<table>
<thead>
<tr>
<th>AR Order</th>
<th>Measured Data</th>
<th>Simulated Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max Likelihood</td>
<td>AIC</td>
</tr>
<tr>
<td>1</td>
<td>173.185</td>
<td>362.369</td>
</tr>
<tr>
<td>2</td>
<td>171.047</td>
<td>364.094</td>
</tr>
<tr>
<td>3</td>
<td>167.591</td>
<td>363.182</td>
</tr>
<tr>
<td>4</td>
<td>163.263</td>
<td>360.527</td>
</tr>
<tr>
<td>5</td>
<td>162.038</td>
<td>364.075</td>
</tr>
</tbody>
</table>

Table 2 shows maximum likelihood and AIC values for each AR order in cyclical components of measured and simulated data for subject Y.O.
Integration of internal model control and viscoelasticity

We observed a long-term decrease in rIMCJ in the learning of planar arm movements. The learning enabled the subjects to generate the same trajectory with less rIMCJ. The present work succeeded in observing pure changes in the viscoelastic force by requiring strict trajectory control and examining only successful trials. Such observations would be difficult in force-field learning (Milner and Cloutier 1993; Shadmehr and Mussa-Ivaldi 1994; Thoroughman and Shadmehr 1999), because force-fields severely perturb hand trajectories. Thoroughman and Shadmehr (1999) observed decreases in wasted contraction, that is, the amount of activation canceled by opposing muscles, in the learning of a novel force-field. However, wasted contraction does not necessarily reflect the viscoelasticity of the system. Even with a decrease in the wasted contraction, the increased effective contraction that compensates for the applied force-field can provide the necessary viscoelasticity to stabilize the movement. Accordingly, their findings do not directly demonstrate the change of weight on the viscoelastic force. By giving strict constraints on trajectories and comparing stiffness values among movements with similar trajectories, we were able to demonstrate the decrease of viscoelastic force for the first time.

Given that there is no change in the movement trajectory nor in the joint torque, the only possible explanation for the decrease in the viscoelastic forces (peripheral feedback control gain) is an increase in the contribution of the feedforward component (internal model control). When learning a new task, unpredictable dynamic forces acting on the multijoint links (e.g., interaction force, Coriolis force, or centrifugal force) might perturb the movements. As implicated by the equilibrium-point control hypothesis, viscoelastic force produced by both intrinsic muscle properties and spinal reflex will counteract such unpredictable perturbation (Flash 1987). As the learning proceeds, the CNS acquires the internal models that predict and generate necessary motor commands to compensate for the perturbation (Inamizu et al. 2000). The CNS weights the viscoelastic force more strongly at the beginning of learning when the internal models are poor, and it gradually increases the internal model contribution as the learning proceeds. The short-term interaction between the performance error and rIMCJ suggests that the CNS actively regulates the viscoelasticity.

We propose an integration of the two theories, that is, the equilibrium-point control hypothesis and internal model–control hypothesis, on the assumption that learning improves the internal models (Fig. 10A). The final motor command is the summation of the parallel outputs from the “feedback controller using the internal models” and “feedback controller supported by the viscoelasticity”; furthermore, the contribution of each output to the command is regulated by changing the peripheral feedback gain, that is, the magnitude of the viscoelastic force. The CNS monitors the improvement of the internal models and the performance. The CNS relies on the viscoelasticity when the internal models are imperfect or the environment is unstable, while it utilizes the internal models after they improve and the environment is stable (Fig. 10B). In addition to such long-term interactions, our findings further suggest short-term viscoelasticity–performance interactions on a trial-by-trial basis. If a movement is currently inaccurate, the contribution of the viscoelasticity is increased within several trials to improve the performance. If a movement is currently accurate, on the other hand, the contribution of the internal models is increased within several trials. Accordingly, the CNS can learn the internal models without loss of movement accuracy by using viscoelasticity-dependent control at the onset of learning and employing off-line feedback of the performance to regulate the viscoelasticity.

Such a strategy can be related to the common engineering technique of solving a problem by slowly shifting task parameters from domains where the solution is easy to domains where the solution is difficult (continuation method). In robot
learning, for example, higher learning rates were obtained by gradually increasing the speed or decreasing the stiffness as the learning progressed (Katayama et al. 1998; Sanger 1994). Behavioral studies have suggested that the internal models in the brain are relatively local in their generalization. They are accurate around previously learned trajectories but inaccurate for unexplored trajectories; the internal models are not parametric with a global generalization capacity (Gandolfo et al. 1996; Ghahramani et al. 1996; Imamizu et al. 1995; Kitazawa et al. 1997; Thoroughman and Shadmehr 2000). An internal model that achieves a novel desired trajectory cannot be acquired from those trajectories that differ greatly from the desired one. By sufficiently increasing the viscoelastic forces, however, trajectories around the desired one can be repetitively practiced, even at the onset of learning. An increased viscoelastic force at the onset of learning is also effective in learning schemes that utilize motor command errors read from the feedback controller as learning signals for internal models (Kawato et al. 1987, 1993).

Active and predictive control of viscoelastic force

Whether the CNS actually regulates the joint viscoelasticity or whether this parameter is simply an incidental by-product of the overlapping activity of agonist and antagonist muscles has remained an unsettled problem (Gomi 1996; Smith 1996; Thoroughman and Shadmehr 1999; Van Galen et al. 1996). The present results showed that performance error can explain future rIMCJ, especially in the shoulder, during deceleration; this supports the idea that the CNS actively and predictively controls the viscoelasticity. Viscoelasticity regulation by the off-line feedback of the performance may assist in learning movements. Such short-term interactions are not yet implemented in other biological models recently proposed, in which the feedforward compensation of the external force is parallel with the co-contraction mechanism to stabilize the movement (Flash and Gurevich 1997; Gribble and Ostry 2000; Katayama et al. 1998; Wang et al. 2001).

Van Galen and his colleagues (Van Galen and DeJong 1995; Van Galen and Schomaker 1992; Van Galen et al. 1990) hypothesized that stiffness control is an effective means of accuracy control. They stated that a high feedback gain will reduce the endpoint error. The CNS may increase the viscoelastic forces to execute more accurate movements. This is in good agreement with the present results, i.e., after unsuccessful trials, the rIMCJ increased to result in successful trials. Increases were more frequent in the latter half of each reaching movement duration, and this suggests the intention of the subjects to increase the endpoint accuracy.

The hypothesis that an increase in stiffness improves the endpoint accuracy, however, may appear to contradict the observed long-term decrease in rIMCJ. Although the rIMCJ was lower at the end of learning than at the beginning of learning, the accuracy of the movements increased significantly after extensive learning. This hypothesis of stiffness control may also be at odds with Harris and Wolpert (1998), because stiffness increases require larger motor commands, which in turn introduce higher levels of noise that causes larger trajectory errors. One explanation is that the CNS adopts dual strategies to improve the accuracy and chooses which strategy to use depending on the accuracy of the internal models. When the internal models are immature, the CNS tries to increase the viscoelastic force and utilizes muscles and neural feedback to compensate for unexpected interaction forces. Once an internal model is acquired, the CNS tries to decrease the motor command amplitude by decreasing the viscoelastic force, reducing the noise and increasing the accuracy. An increase in viscoelastic force is effective for a temporary increase in accuracy against perturbations; any muscle activation should be decreased to maintain a good performance over the long run. We can think of several advantages in controlling an arm with low viscoelasticity: low muscle activation increases efficiency and prevents muscle fatigue, and a compliant limb reduces the potential for injury when it contacts an object in the environment. However, viscoelasticity is indispensable for stable control. Without viscoelasticity, spatiotemporal disturbances in the environment, such as objects to be manipulated, force-fields, or even changes in trajectories, can perturb limbs, resulting in instability. It therefore makes sense computationally to increase the limb compliance when moving in a stable environment, while adaptively increasing the viscoelastic force in response to instability in the environment (Lacquaniti et al. 1993). This study suggests that the CNS is equipped with an ingenious mechanism of learning and controlling movements, which regulates viscoelasticity on a short- and long-term basis, depending on performance error, and finally acquires smooth and accurate movements while maintaining stability during the entire learning process.

APPENDIX 1

Advantages of the BMF model

The BMF model has the following advantages.

1) Multivariate mean-nonstationary time-series data can be decomposed into its nonstationary trend components and other mutually related stationary cyclical components described by an AR model through one single procedure.

2) The AIC can be used to evaluate the accuracy of the decomposition.

3) The structure of the mutual relationships among the stationary cyclical components (e.g., impulse responses) can be derived from estimated AR coefficient matrices by applying system analysis techniques (Akaike and Nakagawa 1972; Kato and Kawahara 1998).

4) The reliability of the estimated parameters of the model can be confirmed by reapplying the system analysis to the simulated data sets, which are themselves generated based on the estimated model (Monte Carlo simulation).

Evaluation of the model

To examine the reproducibility of the estimated model, we generated data by using Gaussian noise as the system-noise input in the model estimated from the measured data (the Monte Carlo method), and re-estimated the model parameters by fitting the AR model to the simulated data. Examining empirical data generated through Monte Carlo simulation is an effective way of investigating the properties and reproducibility of such a model, especially when samples are limited and it is impossible to get another data set to test the model (Lutkepohl 1993). Actually, simulated data can be produced by applying artificially generated Gaussian white noise as input to the noise components of the model estimated from the measured data. If the assumptions about the whiteness and Gaussian distribution of the noise are satisfied, the simulated data should reflect the stochastic characteristics of the measured data. If the assumptions are not ade-
The goodness of prediction with the data demonstrates the predictability of the model underlying system, the interactions that could not be modeled would remain as the prediction error. In this case, if the BMF model were fully extracted by the model and only the stochastic components of the model. If the assumed model were appropriate, the interactions would be white and Gaussian noise was assumed as the system noise input to the model. If the assumed model were poor or inappropriate to describe the system, the stochastic nature of the system, mainly described by the system noise $\varepsilon(n)$ and $\varepsilon(n)$ in Eqs. 7 and 8. A similarity of a one-step prediction with the data demonstrates the predictability of the model (goodness of fit), although they did not perfectly fit one another because of the stochastic nature of the system.

As mentioned above, in deriving the properties of the estimators, white Gaussian noise was assumed as the system noise input to the model. If the assumed model were appropriate, the interactions would be fully extracted by the model and only the stochastic components would remain as the prediction error. In this case, if the BMF model structure and estimated model parameters are appropriate, the prediction error should be white and Gaussian as assumed. On the other hand, if the assumed model were poor or inappropriate to describe the underlying system, the interactions that could not be modeled would appear in the prediction error. We confirmed the validity of the assumption by an autocorrelation function and the distribution of prediction errors. Figure A1, C and D, shows distributions of prediction error for the same subject. The observed normally distributed prediction error demonstrated that the Gaussian noise assumption was satisfied by the data. All of the other subjects showed similar Gaussian distributions of prediction error. Figure A1, E and F, shows autocorrelations of the prediction error for all subjects. The dash-dot lines denote 95% confidence intervals. The lack of correlations at lags $>0$ demonstrates that the assumption of the whiteness of the noise was also satisfied. The white and Gaussian prediction errors observed for all subjects confirmed the validity of the assumed model and the reliability of the estimated parameters and impulse responses.

**APPENDIX 2**

The details of dynamic stiffness estimation and IMCJ computation

For estimation of dynamic stiffness and corresponding dynamic IMCJ, the subject performed a series of reaching movements while coupled to the PFM. The right forearm of the subject was firmly attached to the PFM using a molded plastic cuff. The cuff immobilized the wrist joint, permitting movement only at the shoulder and elbow. The right forearm was supported on a beam fixed to the handle of the PFM. The subject performed a reaching movement from a start target (located 31 cm in front of the shoulder) to an end target (located 56 cm in front of the shoulder). The subject was required to produce movements of $600 \pm 100$ ms duration. The force-fields applied were null force-field, velocity-dependent force-field

$$
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and position-dependent force-field

$$
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z
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$$

Here $\alpha$ and $\beta$ were chosen depending on the subject’s force ($0 \leq \alpha \leq 1$; $300 \leq \beta \leq 500$). The endpoint stiffness of the arm was determined by applying displacement in each of eight directions during the mid-portions of a movement. The
displacement onset occurred 150 ms after the movement onset. Eighty trials without displacement were randomly intermingled with the displacement trials for a total of 160 trials. The details of the stiffness estimation and the experimental setup are presented elsewhere (Burdet et al. 2000, 2001). The endpoint stiffness was converted to joint stiffness. At the same time, EMG signals were recorded from six arm muscles. The EMG signals of 80 trials without displacement were rectified and averaged for each muscle for a period of 300 ms during the mid-portion of a movement, including the portion where the perturbations were applied in the displacement trials. The means over 80 no-displacement trials were used to compute shoulder and elbow IMCJs.
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