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Local signals from beyond the receptive fields of striate cortical neurons. J Neurophysiol 90: 822–831, 2003. First published April 30, 2003; 10.1152/jn.00005.2003. We examined in anesthetized macaque how the responses of a striate cortical neuron to patterns inside the receptive field were altered by surrounding patterns outside it. The changes in a neuron’s response brought about by a surround are immediate and transient: they arise with the same latency as the response to a stimulus within the receptive field (this argues for a source locally in striate cortex) and become less effective as soon as 27 ms later. Surround signals appeared to exert their influence through divisive interaction (normalization) with those arising in the receptive field. Surrounding patterns presented at orientations slightly oblique to the preferred orientation consistently deformed orientation tuning curves of complex (but not simple) cells, repelling the preferred orientation but without decreasing the discriminability of the preferred grating and ones at slightly oblique orientations. By reducing responsivity and changing the tuning of complex cells locally in stimulus space, surrounding patterns reduce the correlations among responses of neurons to a particular stimulus, thus reducing the redundancy of image representation.

INTRODUCTION

“End-stopping” and “side-stopping” are well-known properties of receptive fields in striate cortex (V1) (Hubel and Wiesel 1965; Maffei and Fiorentini 1976). A pattern that extends beyond the receptive field often elicits a weaker response than a pattern that just fills it. This surrounding zone of inhibition is not generally considered part of the receptive field because stimuli falling on it cannot by themselves elicit a response. The most suppressive surrounding patterns usually have the same orientation and spatial frequency as those to which the receptive field is best tuned (Blakemore and Tobin 1972; Cavanaugh et al. 2002b; DeAngelis et al. 1994; Gilbert and Wiesel 1990; Levitt and Lund 1997; Nelson and Frost 1978; Sillito et al. 1995).

It has been argued that the surround helps figure-ground segregation by suppressing signals within patches of uniform texture (Bradley and Andersen 1998; Lamme 1995; Sillito et al. 1995; Tanaka et al. 1986) and that it adjusts the responsivity of a neuron to the ambient contrast in the neighborhood of the receptive field (Cavanaugh et al. 2002a). We wondered if the surround might confer an additional benefit. In natural images, the correlation between the statistics of two regions declines with the separation of the regions (Simoncelli and Schwartz 1999). If a pattern falling on the surround consistently suppressed a neuron’s response to a pattern of similar orientation falling on the receptive field, it might repel the neuron’s orientation tuning curve, thereby reducing the correlation (redundancy) among visual signals that arise from adjacent image regions of similar structure. In this respect, the surround would act in the spatial domain in much the same way that rapid contrast adaptation (Müller et al. 1999) acts in the time domain.

In this paper, we explore the mechanism of surround suppression to characterize its latency and persistence and to ask whether it acts by subtraction or division. We describe how reductions in response reduce redundancy of image representation among neurons with neighboring or overlapping receptive fields: specifically, we show that surround suppression changes orientation selectivity and that these orientation-specific changes in sensitivity reduce redundancy.

METHODS

Action potentials were recorded from single neurons in striate cortex of 14 anesthetized Macaca fascicularis. Preparation and general methods were as described in Müller et al. (2001).

Visual stimuli

Sinusoidal gratings were generated as described in Müller et al. (2001). Displays often required two gratings whose spatial and temporal characteristics could be controlled independently. These were produced on a single monitor by dividing the 256 available lookup table entries into two independent sets of 128 entries, one allocated to each pattern. The display was viewed from a distance of 114–342 cm, depending on the resolving power of the neuron under study, and its height subtended 11.1–3.8°. It was refreshed at 75 Hz, with the scan from top to bottom of the screen taking ~10 ms.

Characterizing receptive fields

The basic characteristics of receptive fields, including their positions and dimensions, were established as described in Müller et al. (2001). Briefly, receptive fields were first mapped using a small patch of moving grating whose spatial and temporal characteristics were continuously adjustable by the experimenter. The preferred position, size, orientation, and spatial frequency derived from this examination were then used as the starting points for systematic measurement of each of these characteristics. The position of the receptive field was established using a patch of moving grating, of length and width approximately matching the receptive field, presented at a matrix of
positions centered on the estimated position and spaced 0.25 lengths and widths apart. Having found the receptive field position, we then established the rectangle (lying in the preferred orientation of the neuron) that best matched the receptive field in size. To establish the optimal length, we used a series of gratings of different lengths with width fixed at a preliminary estimate; to establish the preferred width, we used a series of gratings of different widths with length fixed at the length preferred. We then established the optimal spatial phase using flashed gratings at a series of phases. If at any stage in this sequence of measurements it appeared that some estimate was incorrect, we repeated the sequence. To characterize the influence of the region surrounding the receptive field, we presented a grating of optimal size, of the highest contrast that did not saturate the response, together with a surrounding grating that enclosed but did not overlap the rectangle that bounded the receptive field and was also of high contrast. The outer boundary of this surround usually extended to 2° from the center of the receptive field—a region that preliminary observations showed to be large enough to capture essentially all of the surround’s influence (see also Cavuanaugh et al. 2002a; Levitt and Lund 2002). In control experiments, we established that a surround pattern presented alone elicited no excitatory response from a neuron. If the control failed, the inner boundary of the surround (chosen initially to abut the estimated receptive field) was enlarged in stages, leaving a gap between the surround and any pattern placed on the receptive field. Occasionally the surrounding pattern presented alone slightly depressed the neuron’s spontaneous discharge. In such cases, we did not enlarge the surrounding pattern to leave a gap. We studied neurons’ responses to moving gratings and to stationary gratings in optimal spatial phase. Respiration-induced eye movements (Forte et al. 2002) were occasionally large enough to prevent satisfactory measurement of the responses of simple cells to stationary gratings of high spatial frequency.

Characterizing orientation selectivity

For parts of our analysis, we needed to characterize a change in the shape of an orientation tuning curve, generally a deformation that shifted the peak of the tuning curve and introduced an asymmetry. To capture this, we calculated the center-of-mass of the tuning curve \( \Sigma iR_i/\Sigma R_i \), where the \( R_i \) denote the responses to gratings in a range of orientations \( i \), either \( i \in \{0, \pm 7, \pm 14, \pm 21, \pm 28^\circ\} \) or \( i \in \{0, \pm 18, \pm 36, \pm 54, \pm 72, \pm 90^\circ\} \) where \( 0^\circ \) is the nominal preferred orientation. For a neuron with a symmetrical, unimodal tuning curve that is well sampled by the test orientations the center-of-mass is simply the preferred orientation.

RESULTS

Our analysis is based on recordings from 58 well-characterized neurons in V1 (15 simple cells, 43 complex cells). All receptive fields lay within 3° of the center of the fovea. Not all experiments were run on all cells encountered. The proportions of simple and complex cells do not reflect rates of encounter: for some experiments we sought complex cells only.

Mechanism

Because the surround’s influence is expressed only by modulating responses to patterns falling on the receptive field, we infer it from the change the surrounding pattern brings about in the response to an optimal grating on the receptive field. In principle, signals from outside the receptive field might originate from one neuron or from many—in the lateral geniculate nucleus (LGN), within V1, or in extrastriate cortex—and might act subtractively or divisively. A detailed understanding of the time course of surround effects would help us to approach these questions.

Rapid, transient influence

Because neurons of the type commonly encountered in cortex respond transiently to a stationary stimulus (Müller et al. 2001), we would expect the influence of a stationary surround to be transient. Figure 1 shows, for three neurons, the average discharge rate during the first 100 ms of response to the presentation of an optimal stationary grating in the receptive
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**FIG. 1.** Time course of the influence of a surrounding grating on the response to a grating confined to the receptive field. Both gratings were stationary and of optimal orientation and spatial frequency. Each panel shows a different complex cell. Discharge rates are averages over the first 100 ms of a neuron’s response, which always followed the presentation of the receptive field grating with a fixed latency. - - -, the neuron’s response to the optimal grating presented alone. Points at the bottom left of each graph show discharge in the absence of any grating (○). •, in the presence of the surrounding grating alone (○). •, the responses to the optimal grating delivered at different times after the onset of the surrounding one. Error bars show ±1 SE. Smooth curves show best-fitting solutions to Eq. 1.
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field as a function of the time after surround onset at which this optimal grating was presented. The graphs therefore trace out the time course of the surround’s transient influence. The response is most suppressed when center and surround gratings are presented synchronously and recovers rapidly—in two cases completely—as the interval between the onsets of the surround grating and the central grating approaches 100 ms (A and B). For asynchronies greater than that bringing about the weakest response $R_{\text{min}}$, the discharge rate $R$ is well described by an exponential recovery (Fig. 1, —)

$$
R = (R_{\text{min}} - R_{\text{asymp}})e^{-t/\tau} + R_{\text{asymp}}
$$

(1)

where $R_{\text{asymp}}$ is the response when asynchrony is large, $t$ is the surround onset asynchrony relative to that which is most suppressive, and $\tau$ is the time constant of recovery. If $R_{\text{asymp}}$ is defined as the response to the optimal receptive field stimulus alone, the recovering responsivity can be conveniently characterized by its time constant $\tau$ and by the ratio $(R_{\text{asymp}} - R_{\text{RF}})/(R_{\text{asymp}} - R_{\text{RF}})$, which represents the extent to which the surround’s influence is sustained.

The measurements and analysis illustrated in Fig. 1 were made on 16 neurons. Figure 2 summarizes them. Surround effects decay quickly, often to small values (negative values mean that the asymptotic discharge rate in the presence of a surrounding grating was higher than when the receptive field alone was stimulated). The distribution of time constants is like that for the decay of responses to stationary gratings confined to the receptive field (Müller et al. 2001) (Fig. 2), but the sustained surround effects have a broader distribution of amplitudes.

For most neurons (12/16) on which we examined the effects of gratings presented asynchronously to the surround and receptive field, the surround exerted its greatest influence when it appeared simultaneously with the grating on the receptive field (e.g., Fig. 1). This implies that surround signals act on a neuron as rapidly as do those arriving through the receptive field. We explored this further by looking at the fine structure of responses to gratings falling on receptive field and surround.

We analyzed cumulative spike counts of the kind shown in Fig. 3. Figure 3A shows, for a complex cell that had no spontaneous activity, the cumulative count following the presentation of an optimal grating on the receptive field, alone (—) and concurrently with a surrounding grating of the same orientation (---). The surrounding grating completely extinguished the response. The progressive scan of the monitor ensures that parts of the surrounding grating are displayed before the stimulus to the receptive field, and parts are delivered later. Assuming that the dominant surround signals originate 0.5° beyond the receptive field (Born and Tootell 1991; Cavanaugh et al. 2002a; Levitt and Lund 2002; Maffei and Fiorentini 1976) and that all of these signals arise in the part stimulated earliest, we estimate that the surround might be stimulated as much as 1.25 ms earlier than the receptive field. Taking this as the precision of our measurement, surround signals act as quickly as those arising through the receptive field. Figure 3B shows a corresponding set of traces obtained with an orthogonal surrounding grating that increased the neuron’s responsivity. The discharge departs from baseline sooner when the surrounding grating is present. This might mean that surround signals are available before signals that arrive through the receptive field first drive a neuron’s membrane potential to its spike threshold. To explore that issue, we looked at the time course of the suppression brought about by a surround presented after the onset of the grating falling on the receptive field. This is shown, for another cell, in Fig. 3C. Measured in this way the suppressive influence of the surround had a latency of 32 ms—faster than the response to a grating confined to the receptive field of this neuron (42 ms) or any other (see following text, Fig. 4B).

Measurements of the kind shown in Fig. 3 were made on 37 neurons and are summarized in Fig. 4. Figure 4A shows the average cumulative spike counts obtained from 37 neurons following the onset of a grating that just filled the receptive field (—) or covered both the receptive field and the surround (---). Before averaging, the traces for individual neurons were aligned to the time of onset of the response to the optimal grating. The points at which the slopes of the stimulus-driven traces begin to differ from the slope of the trace of the maintained discharge (---) and from each other show the latencies of the signals arising from the optimal grating and the patterns surrounding it respectively. Both signals begin abruptly and influence discharge at the same time.

Figure 4B shows more detail about the behavior of individual neurons. For each neuron, the absolute latency of response to an optimal grating that filled the receptive field is plotted against the absolute latency of the influence of a surrounding grating of matching orientation, measured by the method shown in Fig. 3. Most neurons receive surround signals and receptive field signals at the same time. For a few (such as

---

**FIG. 2.** Temporal characteristics of surround influence studied with stationary gratings delivered to the receptive field and to the surround. **A:** distribution of time constants of the recovery of responsivity following surround onset. **B:** distribution of the extent to which the effect of the surround is sustained, the ratio $(R_{\text{asymp}} - R_{\text{RF}})/(R_{\text{asymp}} - R_{\text{RF}})$.
that of Fig. 3C) the surround is faster; for a few others it is slower.

The more reliable the effect of the surround, the more likely it is to exert its influence at the moment the response begins. Figure 5, shows how the latencies of surround signals (expressed relative to the latency of signals originating within the receptive field) vary with the strength of the surround’s influence, expressed in $d'$ units (Eq. 2, measured using the 1st 100 ms of discharge). Figure 5A shows the latencies when the surrounding grating lay at the orientation optimal for the receptive field; Fig. 5B shows latencies when the surrounding grating lay at the orientation orthogonal to the optimal grating on the receptive field. For most cells, a surrounding grating, whether suppressing or facilitating the response, acts just as rapidly as a grating confined to the receptive field. Only for those cells showing the least reliable surround influence was that influence delayed by $\approx 10$ ms; similarly, some of cells showing the most advanced surround influence were among the least reliable.

**Divisive gain control**

Our use of stationary gratings to stimulate the receptive field provides an opportunity to establish whether surround signals act through division or subtraction. A stationary grating presented to the receptive field brings about a brisk response that declines over the course of a few hundred milliseconds. To characterize the nature of the surround’s effect (subtractive/divisive), we presented the surrounding grating, on separate trials, at a range of times shortly after presenting a stationary grating to the receptive field. If the surround acts subtractively, the presentation of a surrounding pattern at any time after the onset of the pattern on the receptive field will lead to a constant reduction in response. On the other hand, if the surround acts divisively, the effect of its presentation will shrink with the decaying response to the stationary pattern on the receptive field. The filled symbols in Fig. 6A show, for one neuron, the response after the onset of a stationary grating confined to the receptive field, sampled in 100-ms epochs, each beginning at the poststimulus time indicated by the symbols (some of these epochs overlap). Open symbols show the response to the same grating, sampled in the same way, but now from a different set of trials in each of which a surrounding grating was presented just before one of the sampling epochs (by a fixed interval equal to the neuron’s onset latency), so that the added grating begins to influence discharge immediately before the beginning of the epoch indicated by the symbol. In other words, the open symbols show what would be the response to the presentation of a stationary grating in the receptive field, in the presence of a surround of constant potency. The dotted line shows the uppermost curve displaced so as to best fit the response obtained in the presence of the surrounding grating. This is what one might expect were the surround acting subtractively, but it does not characterize the data well.

The response in the presence of the surrounding grating is much better described by assuming that a newly presented surrounding grating has the same divisive effect at any time during the response to the grating in the receptive field. This is shown by the dashed line, which is a reduced-scale replica of the uppermost curve, fitted after discounting the maintained discharge. We made measurements of this kind on $n = 8$ neurons and fit subtractive and divisive models as in the preceding text. Fit quality was measured by the percentage of variance in the data that each model left unaccounted for (Fig. 6B): the model’s
mean-squared fit error divided by the mean-squared error of the best-fit horizontal line. This quantity is zero for perfect fits, 100 for fits that are just as good as the best horizontal line, and potentially larger when data are noisy. We used a permutation test (Edgington 1995) to determine whether a subtractive or a divisive surround better explained the results. The null hypothesis was that the distributions of fit quality for the two models were the same (each model has exactly 1 free parameter). A simulated data set was drawn randomly from that distribution by choosing each of the 2n actual fit qualities without replacement. This was repeated 5000 times. To assess statistical significance we computed a two-tailed $P$ value, the probability that a mean absolute difference between distributions of fit qualities for the two models as simulated was greater than or equal to that for the actual fits. Division explained significantly more of the variance than subtraction ($P < 0.01$, permutation test). The divisive model left 8% of the variance unaccounted for in the median case; the subtractive model left 21%. For seven of these neurons the divisive model fit well, leaving >15% of the variance unaccounted for (Fig. 6B).

### Influence on orientation selectivity

To establish in detail how the presence of a surrounding grating influences a neuron’s orientation tuning, we measured responses to a set of optimally sized gratings of the preferred spatial frequency at a range of orientations, alone, and in the presence of each of two surrounding gratings that lay in different orientations slightly oblique to the preferred orientation.

We made measurements with stationary gratings in optimal phase as well as with moving gratings. When using stationary gratings we measured the first 100 ms of response, which captures the onset transient (Müller et al. 2001). When using moving gratings, we also analyzed the onset transient (initial 100 ms of response), having first confirmed that this yielded the same results as analyzing the whole response.
Figure 7, A and B, shows for two complex cells how the orientation of a surrounding grating influenced orientation selectivity measured with a grating confined to the receptive field. By depressing responsivity to gratings in the neighborhood of its own orientation and (for the neuron in Fig. 7B) increasing responsivity to gratings in other orientations, the surrounding grating repels the peak of the tuning curve. The surrounding grating also reduces the variability of the response to neighboring orientations (e.g., error bars in Fig. 7B). Figure 7C shows, for a simple cell, that orientation selectivity is not systematically affected by the orientation of a surrounding grating. Responses are suppressed, and orientation selectivity is even changed but without regard for the orientation of the surrounding grating.

To quantify the deformation in orientation tuning illustrated in Fig. 7, we computed the center-of-mass $\Sigma R_i / \Sigma R$ (see Methods) for all the cells on which we made measurements. Figure 8 shows, for 32 complex cells and 9 simple cells, the center of mass found in the presence of a surrounding grating inclined to one side of the preferred orientation (usually by $14^\circ$) against the center of mass found in the presence of a grating inclined by the same amount to the other side of the preferred orientation. For complex cells (● and ○) the surrounding grating often repels (and never attracts) the center of mass. Exchanging one surrounding grating for the other moves the center of mass by $4^\circ$ on average. For simple cells (○) a surrounding grating often reduced responsivity, but in 8/9 neurons we studied, orientation tuning was not influenced by the orientation of the surrounding grating. Thus in Fig. 8, 8/9 simple cells fall along the unit diagonal.

A surrounding grating selectively depresses the responsivity of a complex cell to a central grating of similar orientation, making the tuning curve locally steeper and less variable from trial to trial. Might it thus improve the neuron’s capacity to distinguish gratings of orientations near the orientation of the surround? We examined this by estimating the discriminability of two gratings, identical except for a $14^\circ$ (or $36^\circ$) difference in orientation. We measured a series of responses to each, and for the resulting distributions of spike counts calculated $d'$, the difference between the mean counts, divided by the SD. When the two distributions had different SDs, we used the root-mean-square SD, thus

$$d' = \frac{\mu_1 - \mu_2}{\sqrt{(\sigma_1^2 + \sigma_2^2)/2}}$$

(Green and Swets 1966). We measured responses twice, once with and once without, a surrounding grating whose orientation matched one of the test gratings. Among the 32 neurons for which we made this comparison the presence of the surrounding grating increased $d'$ significantly ($t$-value increased by $\geq 2$) in 9 but decreased it significantly in 5. A surrounding pattern that depresses responsivity thus appears to have no systematic effect on the discriminability of patterns falling in the receptive field.

**Discussion**

Influence on redundancy of representation

By depressing responsivity and changing a complex cell’s tuning locally in stimulus space, a surrounding grating will necessarily reduce correlation among the discharge rates (as distinct from the often-discussed correlation in spike times) of the population of neurons that respond to a particular stimulus (e.g., a grating of a particular orientation). This will increase...
the information transmitted by each spike (Barlow and Földiák 1989). Consider how the responsiveness of a population of neurons that have neighboring or overlapping receptive fields and are tuned to similar orientations will be changed by a single grating that surrounds all their receptive fields. We simulate such a population by taking the neurons from Fig. 8 (32 complex cells, 9 simple cells, studied with 2 surround orientations) and normalizing their actual tuning curves so that the surround has an orientation of 0°. This results in a simulated population of neurons most with preferred orientation −14, 0, or 14°. Figure 9A shows orientation tuning of two complex cells, each measured with a grating confined to its receptive field, presented alone (dotted traces) and with a surrounding grating at nominal orientation 0° (solid traces with symbols). The surrounding grating sharply reduced each complex cell’s response to gratings with similar orientations, and pushed apart the neurons’ preferred orientations. Whenever a single grating extends across the receptive fields of a population of complex cells, these changes in tuning will make their responses less redundant.

To quantify the redundancy of the simulated population’s response rates and the surround’s role in reducing it, we compute the pairwise cross-correlation between the response rates of the population of neurons weighted according to the probability of a stimulus of each orientation. Thus we define redundancy (Ψ) in the population’s response to each grating of orientation θ falling in the receptive field as

\[ \Psi(\theta) = \frac{\sum_{\text{all cells}} \text{Resp(cell A, } \theta) \cdot \text{Resp(cell B, } \theta) / \text{number of cell pairs}}{\text{Eq. 3}} \]

the average, unnormalized, point-by-point product of the responses of all pairs of neurons. This is an intermediate stage in the calculation of the cross-correlation. If the response rates of the population of neurons were all statistically independent, then by definition this correlation measure would approach zero at each orientation.

The measure Ψ can be used to show how surrounding gratings would reduce redundancy among the response rates of the simulated population. We calculate Ψ with and without a surround for gratings presented to the receptive field at a range of orientations. Figure 9B (solid line) shows the average reduction in redundancy at each orientation.

FIG. 8. Change in the orientation tuning of neurons brought about by surrounding gratings inclined to the neurons’ preferred orientations. For each of 32 complex cells (• and ○) and 9 simple cells (□) the center of mass of the orientation tuning curve obtained in the presence of a surrounding grating tilted 14° (• and ○) or 36° (○) from the preferred orientation (computed re the center of mass obtained when a single grating is presented alone) is plotted against the center of mass of the curve obtained with a counterpart grating inclined to the other side of the preferred orientation (computed in the same way). For explanation of the center-of-mass calculation, see METHODS.

FIG. 9. Illustration of how a surrounding grating will reduce the redundancy (correlation) among responses of a population of neurons that all have preferred orientations near its orientation. A: tuning curves for 2 complex cells measured in the absence (— –) and presence (— with filled symbols) of a surrounding grating at orientation 0° (→). B: average reduction brought about by a surround of the redundancy Ψ(θ) (Eq. 3) among responses of a group of 32 complex cells (■) and among 9 simple cells (□) whose receptive fields were stimulated by gratings at a range of orientations around the surrounding orientation.
orientation (relative to the orientation of the surrounding grating) for pairs of neurons drawn from our population of 32 complex cells. Naturally, redundancy is most reduced when firing rate is most reduced; when the orientation of the grating falling on the receptive field is near that of the surround. The orientation-dependent reduction in redundancy arises because the surrounding grating changes the orientation selectivities of neurons. This happens without reducing the discriminability of patterns falling on the receptive field (see Results). The redundancy among the responses of our population of nine simple cells (open squares) was also reduced by the surround but to a uniform value at every orientation. This is because, in simple cells, surround stimulation scales down the entire orientation tuning curve without systematically changing its shape (Fig. 7C).

The reduced redundancy among the responses of the population of neurons tuned to a particular orientation will increase the information transmitted by each spike (Barlow 1990) and saving energy (Lennie 2003). Benefits will be greatest when parts of the image falling just outside the receptive field (on the surround) have nearly the same structure as the parts falling on the receptive field: the more a pattern falling on the receptive field resembles those that surround it, the greater the reduction in redundancy among the responses of the population. This behavior seems well matched to the properties of natural scenes: Simoncelli and Schwartz (1999) have shown, for a small sample of natural images, that statistics of iso-oriented filters responding to adjacent image regions are highly correlated, whereas those from cross-oriented filters or more separated regions are less well correlated. This encourages us to think of inhibitory lateral interaction as a phenomenon that complements the rapid adaptation described by Müller et al. (1999); both remove local correlations from neuronal signals, one in time, the other in space.

Relation to other findings

Gilbert and Wiesel (1990) and Sengpiel et al. (1997) reported (sometimes large) changes in preferred orientations of neurons in cat cortex brought about by surrounding gratings but did not find the consistent repulsion of preferred orientation that we observed here in complex cells.

Knierim and Van Essen’s 1992 observations on latencies of surround influences in awake monkey (Table 1) are consistent with our finding that surrounds begin to suppress discharge as soon as neurons begin responding, though Knierim and Van Essen found significant suppression only after a delay. Zipser et al. (1996) studied how V1 neurons in awake monkeys responded to patterns that covered and extended beyond the receptive field and were embedded in a larger surrounding pattern that had the same or contrasting structure. The influence of such surrounding patterns is expressed 80–100 ms after the beginning of the response to the central pattern. Moreover, it influences responses only in the awake monkey (Lamme et al. 1998). Because of this, and the fact that even the central patterns used by Zipser et al. would have stimulated the kind of surround we have characterized, we think this long-latency phenomenon is unrelated to the one studied here. In anesthetized monkeys, Bair et al. (1999) stimulated receptive field and surround independently with a continuous series of very briefly presented gratings in four possible pairings of preferred and orthogonal orientations and found that the surround’s suppressive effect was delayed 20–30 ms. The temporal structure of stimulation—an uninterrupted train of high-contrast stimuli—was quite unlike that provided by our discrete trials with intervening blanks and probably results in neurons having lower contrast gain. How that influences surround latency remains to be determined.

Origin of surround signals

Two broad classes of accounts have been offered of the origin of surround signals: they are conveyed via lateral connections within V1, such as those described by Rockland and Lund (1983) and Gilbert and Wiesel (1983) or they are conveyed through feedback connections from extrastriate cortex, an idea suggested by the observation that some surround effects are expressed with long latencies (Zipser et al. 1996).

In normally functioning visual cortex, synaptic delays are probably ≥5 ms (Maunsell and Gibson 1992). Two or more of these, amounting to ≥10 ms, would be required for a feedback signal from extrastriate cortex to influence a V1 neuron. If such a feedback loop originated in V1 neurons of the kind we have studied here, signal transmission time would be too long to explain the often-instantaneous action of the surround. Could a feedback loop originate in V1 in signals that we have not characterized? One possible source might be a class of short-latency relay neurons that itself does not express any immediate surround influence and that we have not studied. We think it unlikely that such neurons exist. Our method for measuring latency (Fig. 3) can identify the earliest times at which signals are present in V1 neurons (and therefore available to any feedback loop). The shortest surround latencies match the shortest latencies for stimuli in the receptive field and thus too short to be plausibly the result of feedback (Fig. 4B).

The short latency of surround signals, their circumscribed range (see following text), and their asymmetrical/irregular weight around the receptive field (Cavanaugh et al. 2002b; Walker et al. 1999) make it unlikely that they arise in feedback from extrastriate cortex. Might they arise in connections from neurons within V1 (Das and Gilbert 1999)? In the region of V1 from which we made our recordings strong surround signals, which most often originate within 0.5° of the receptive field (Born and Tootell 1991; Maffei and Fiorentini 1976), will most often need to be propagated over 2 mm or less because the magnification factor is ~4 mm° (Van Essen et al. 1984) (Fig. 6). Some inhibitory interneurons have axonal arbors as much as 800 μm across (Lund and Wu 1997) and so could carry signals from much or most of a neuron’s surround. Signals from the LGN could drive interneurons to give rise to surround signals that appear to act as fast as those arising in the receptive field. Membrane depolarization that would normally lead to a spike begins ~10 ms before the spike arises (Azuou and Gray 1999), so a surround signal (either hyperpolarizing or depolarizing) that arrived ≤10 ms later than the normal driving signal could alter the time at which the spiking threshold was reached. Although delayed, that surround signal would appear to act sooner than the normal drive to the receptive field. Presumed inhibitory interneurons in visual cortex studied in vivo have shorter visual latencies than presumed relay cells (Mancilla et al. 1998). All this can be explained by surround signals that arise not from feedback from extrastriate cortex, but in connections from neurons within V1.
Relation to other contrast gain controls

Surround signals act divisively to regulate sensitivity (Fig. 9) (also Cavanaugh et al. 2002a) and are just one class of several in cortex that regulate contrast gain but do not them- selves drive a cell. Cross-orientation inhibition (Bonds 1989; DeAngelis et al. 1992) and null-phase inhibition (Geisler and Albrecht 1992) within the receptive fields of simple cells act this way. The latter phenomena can be explained by models that assume a neuron’s contrast sensitivity is regulated (“normalized”) by a pooled signal from a large number of neurons with overlying receptive fields covering all orientations (Carandini et al. 1997; Heeger 1992). Because this pooled signal is isotropic, it probably does not give rise to the surround inhibition studied here.

Rapid contrast adaptation (Müller et al. 1999) is another phenomenon that regulates contrast gain via a mechanism that also seems to be unlike that used by the surround. Neverthe- less, much like the surround it brings about pattern-selective changes in the orientation tuning of complex cells only and does so without impairing a complex cell’s capacity to dis- criminate orientation. These shared characteristics can be ex- plained by supposing that the fundamental gain-controlling operation, whether lateral influence from the surround or rapid adaptation, originates in simple cells and that several simple cells with a range of orientation preferences are the subunits that provide input to each complex cell.
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