Task-Specific Sensorimotor Adaptation to Reversing Prisms
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Marotta, Jonathan J., Gerald P. Keith, and J. Douglas Crawford.
Task-specific sensorimotor adaptation to reversing prisms. J Neurophysiol 93: 1104–1110, 2005. First published September 22, 2004; doi:10.1152/jn.00859.2004. We tested between three levels of visuospatial adaptation (global map, parallel feature modules, and parallel sensorimotor transformations) by training subjects to reach and grasp virtual objects viewed through a left-right reversing prism, with either visual location or orientation feedback. Even though spatial information about the global left-right reversal was present in every training session, subjects trained with location feedback reached to the correct location but with the wrong (reversed) grasp orientation. Subjects trained with orientation feedback showed the opposite pattern. These errors were task-specific and not feature-specific; subjects trained to correctly grasp visually reversed-oriented bars failed to show knowledge of the reversal when asked to point to the end locations of these bars. These results show that adaptation to visuospatial distortion—even global reversals—is implemented through learning rules that operate on parallel sensorimotor transformations (e.g., reach vs. grasp).

INTRODUCTION

In daily life, the transformations required for human visual-motor behaviors are continually modified and adjusted, sometimes radically, to acquire completely new behaviors (Wolpert and Kawato 1998). It is not always clear what roles global versus modular internal representations play in implementing and maintaining such behaviors (Clower and Boussaoud 2000; Shadmehr and Mussavia 2000; Sperry 1952). In particular, it is not clear whether the brain represents global aspects of external visual space through a global internal representation (or “map”), an array of parallel feature modules, or a parallel compendium of “task-specific” sensorimotor transformations (Bedford 1989; Welch 1986).

One way to test between these models is to adapt the eye-hand coordination system to distortions in visual feedback. For example, adaptation to optical “displacing prisms,” which produce a lateral shift between the visual stimulus and the normally required movement, is thought to reflect a recalibration of the sensorimotor map (Jeanerod and Biguer 1987). Adaptation to displacing prisms is thought to tap into the normal processes that maintain accurate visuomotor performance (Proteau 1992) and is thought to involve only local recalibrations of input–output relations (Harris 1963; Held and Hein 1958).

In contrast, adaptation to optical “reversing prisms,” which produce a dramatic, global reversal of all the normal spatial contingencies between visual input and motor output, is generally assumed to involve a global recalibration process (Bedford 1989; Harris 1965; Stratton 1897; Welch 1986). Some subjective reports in the classical literature, however, have suggested that even after some aspects of the reversed visual world, such as object location, were “seen” correctly, other aspects, such as object orientation, could remain reversed (Kohler 1951). If verified objectively, this would be consistent with a modular view of spatial adaptation. Further experiments would be required to determine whether these modules are organized along feature-based (perceptual) or task-specific (sensorimotor) lines.

In this study, we quantitatively tested between three models of visuospatial calibration (global map, modular perception, modular sensorimotor) by measuring the three-dimensional orientation and location of the wrist, before, during, and after adaptation to left-right reversing prisms, while subjects reached toward virtual oriented bars at various horizontally displaced positions. The key point of our experiment was that clear visuospatial information about the left-right reversal was always present in the training set, but the task was varied to discern the underlying mechanism, i.e., whether this information was incorporated into a global learning rule, a feature-based learning rule, or task-specific “sensorimotor” learning rules.

METHODS

The reaching and grasping movements of 20 right-handed subjects were recorded with two OPTOTRAK 3-D motion tracking systems. Subjects were required to grasp a virtual target rectangle (4 × 1.2 cm), which was presented at one of five different locations (11, 13, 15, 17, and 19 cm from the left edge of an LCD screen and 11 cm above the bottom edge) in one of three different orientations (−45, 0, or 45° relative to the horizontal). Virtual objects were used in these experiments because real three-dimensional objects would provide proprioceptive/tactile feedback, which would immediately inform the subject that they had missed the target—thereby making a “baseline” condition impossible. One calibration trial was collected for every position × orientation combination, and these trials were later used in the analysis to determine reference positions and orientations to which all other reaches during the experiment were compared.

Following the calibration trials, a bite-bar/prism assembly was put into position. A right-left reversing Dove prism (12.5 × 3 × 3 cm) was mounted in a black Plexiglas frame 37.5 cm from the LCD screen. PLATO spectacles (Translucent Technologies, Toronto, Canada) were mounted to the far side of the prism assembly and were used to control presentation time. Subjects wore an eye-patch over their left eye, and the bite bar was used to align the subject’s right eye.

The costs of publication of this article were defrayed in part by the payment of page charges. The article must therefore be hereby marked “advertisement” in accordance with 18 U.S.C. Section 1734 solely to indicate this fact.
with the prism assembly. All of the stimuli were restricted to a 14 × 11.5-cm window so that the middle target position (15 cm from the left edge of the LCD screen) fell at the center of the prisms view. [A mirror or rotation transformation on the symmetric stimuli would be ambiguous in a purely perceptual judgment (e.g., left-right versus up-down reversal), but this was not relevant to our task since subjects were allowed to view the asymmetric hand during training.] The subjects performed a baseline task in which they were required to reach out and grasp the rectangle under open-loop conditions (4 repetitions of each position × orientation combination). At the start of the experiment trial, the PLATO spectacles would clearly allow the subject a view of the target through the prism. The target would remain on the LCD screen while the subject’s hand was depressing the start paddle. When the subject lifted their hand off the start paddle toward the target, a diamond patterned mask briefly appeared (250 ms), the spectacles went opaque, and subjects had to reach toward the rectangle without visual feedback.

The subjects then underwent one of four training sessions. Subjects were considered “trained” once they could successfully perform five accurate grasps consecutively. In the Pure Location training session, subjects were only provided with location information in the form of target disks (1.2 cm dia) presented at random positions along the same horizontal plane that the targets appeared during the baseline task. Once contact was made with the LCD screen, a laser dot was positioned between the subjects’ fingers, and they were given a 500-ms feedback glimpse of the laser and the target disk after they lowered their hand. In the Hand Location training session, subjects were presented with the same stimuli as the Pure Location training but were allowed a feedback glimpse of their hand and the target. In the Orientation training session, a rectangle was presented at the middle target position at random orientations from −60 to 60° relative to the horizontal, with subjects receiving a glimpse of their hand and the target. Finally, during the Full Cue training session, subjects were presented with rectangles at varying orientations and locations along the horizontal plane and were allowed a glimpse of their hand and the target. Following training, the subjects were re-run on the baseline task.

We tested the modular perception theory by training subjects on the Orientation task and having them perform a baseline and test pointing task to a red rectangle with a blue square region on one end of the rectangle. This rectangle was presented at one of eight orientations in the middle screen position, and subjects were asked to point to the blue square region on the rectangle. After learning to correctly grasp the optically reversed bars during the Orientation training condition, we retested them on the blue square pointing task. In addition, to further determine if any “location” training took place, we also had subjects perform a pointing task to blue circles, which were presented alone on the screen in the same locations that the blue square regions had occupied.

Dependent measures

Custom software was used to compute rotation vectors that represented any instantaneous arm position as the result of a virtual rotation from a fixed reference position to the current position. In the space-fixed right-handed coordinate system, the rotation vector is defined by

\[ r = \tan(\theta/2) \cdot \hat{n} \quad (1) \]

where \( \hat{n} \) represents the direction of the rotation axis, and \( \tan(\theta/2) \) denotes the amount of rotation by an angle \( \theta \) about that axis. The \( x \) component of the rotation vector describes the torsional orientation (clockwise/counterclockwise) of the arm. The calibration reaches were used as reference positions to determine “reach errors” to the right or left of the calibration position and “orientation errors” that were clockwise or counterclockwise to the calibration orientation.

RESULTS

Prior to adaptation, subjects who viewed the targets through the reversing prism reached to both the wrong location and orientation—i.e., toward the reversed visual image of the target (Fig. 1A). As an initial control, we tested five subjects to see if they could correct these errors if trained on a task where they received a visual feedback glimpse of the target stimulus together with the hand’s final location and orientation (Full Cue). We retested the subjects’ responses without visual feedback. Adaptation was quantified by considering the postadaptation errors in reach location (Fig. 1B) and grasp orientation (Fig. 1C) as a function of the preadaptation errors. Here a slope of one signifies no adaptation and a slope of zero signifies complete adaptation. Subjects trained in the full-cue condition consistently showed near-perfect adaptation of their grasps to both the reversed location \( F(4,16) = 64.75, P < 0.001 \) and orientation \( F(2,8) = 160.13, P < 0.001 \) of the targets.

Global versus modular adaptation

Was the underlying mechanism for this adaptation a global (if perhaps context-dependent) left-right sensorimotor reversal or some more modular learning rule? To determine this, we repeated the above process on additional subjects, while limiting their visual feedback in a feature- or task-related manner. During training, subjects either reached toward oriented bars located at a fixed central position (Fig. 2, A and D) or toward circles located at different horizontal positions (Fig. 2, B and E). In each case, the stimuli and feedback provided evidence that the visual world had been reversed (left to right). The use of a global strategy would predict that the subjects would gain this general knowledge and apply it to the different tasks. When subjects were tested on the full stimulus array, however, they only showed adaptation to the component on which they were trained: either reach location \( F(2,4,16) = 95.72, P < 0.001 \) or grasp orientation \( F(2,8) = 5.78, P < 0.05 \) and orientation \( E [P(2,8) = 6.52, P < 0.05] \). Subjects did show a slight, but significant, orientation correction after training on target location \( F(2,8) = 6.52, P < 0.05 \); Fig. 2E). This correction could be attributed to the visual feedback the subjects received from seeing the orientation of their hand. When another group of subjects received pure location feedback about their hands, as provided by a laser dot (Fig. 2, C and F), the orientation correction of the grasping movements was completely absent \( P > 0.05 \); Fig. 2F). These results show that, despite the information present in the scene about the reversal of the visual stimuli, subjects did not apply a global cognitive strategy, relying instead on recalibration of either the “reach location” or “grasp orientation” systems.

Feature- versus task-specific

In the preceding experiment, stimulus features (i.e., location and orientation) and aspects of the sensorimotor task (i.e., reach and grasp) were linked. Therefore, up to this point, we cannot distinguish whether subjects were learning to apply a modular perceptual rule to stimulus features (which could then be applied to multiple tasks) or whether they were relearning modular sensorimotor transformations. To test between these two models, we trained a new set of subjects on the Orientation...
task (where the target bar was presented at different orientations at the central position) and varied the test task.

After training, subjects were asked to indicate the top or bottom of the oriented bars by pointing to a blue region at one end of the rectangle. If the subjects had gained perceptual knowledge that the orientated bars were reversed left-from-right, they would know that the horizontal position of the bars’ ends were reversed and thus point toward the correct locations. Orientation-trained subjects pointed to the correct vertical location of the blue region, but failed to account for its left-right reversal (\( P > 0.05; \) Fig. 3A). Their behavior in this task was no better than the performance in another test in which the subjects were asked to point toward circles that were positioned in the same locations that the blue end-bar regions had occupied (\( P > 0.05; \) Figs. 3C). One might argue that the subjects performed poorly on the “point to the square” task because their orientation training used a uniform bar rather than the bar (with blue end regions) that was used in this test. However, control tests on subjects with full-cue adaptation, using the uniform bar, showed that completely adapted subjects could perform both tasks with a high degree of consistency \([F(14, 56) = 12.48, P < 0.001; \) Fig. 3, B and D]. Thus even though our subjects later reported that they were consciously aware of some kind of reversal during training, their adaptation was not driven by general spatial knowledge or by knowledge of spatial orientation. Rather, it seems that a sensorimotor recalibration of the grasp-orientation system was carried out.

**DISCUSSION**

Our results provide a dramatic demonstration of the parallel organization of sensorimotor transformations and their role in representing visual space. Despite the left-right reversal information present in the scene in all of our training sessions, which provided strong cues for a simple global visuospatial learning rule, our subjects relied on recalibrations of either the
"reach location" or "grasp orientation" systems, depending on the training task.

These results might seem surprising if one begins from the assumption that the subjects would consciously notice the sensorimotor reversal in our task (this reversal is indeed quite obvious) and use this knowledge to affect a global sensorimotor reversal strategy that they could use while looking through the prism goggles. Based on postexperimental reports, our subjects did, in fact, notice the left-right reversal, and yet they all showed a task-dependent adaptation. It seems that there was also a strong dissociation between visual cognition and actual performance in these tasks.

Similar dissociations between visual cognition and motor control have been shown previously when motor systems failed to respond significantly to subtle visual illusions (Aglioti et al. 1995; but see Smeets and Brenner 1999 for an alternative view), or when subjects compensated for changes in visual stimuli that were too subtle for perceptual recognition (Goodale et al. 1986). In such situations, individual sensorimotor systems may show adaptation without any conscious awareness of the adapting stimulus.

However, in the case of such subtle manipulations, it is perhaps not quite so surprising that the cognitive and motor systems might show some dissociation (Goodale et al. 1986). In our study, there was a dramatic dissociation, not only between visual cognition and motor control (apparently) but also between visual cognition and motor control (apparently) but...
also between different aspects of the motor learning task (which is what we measured directly in our experiment). Thus our study is the first, to our knowledge, to show modular sensorimotor adaptation during such a dramatic, clearly noticeable dissociation between retinal and motor coordinates.

At first glance, “anti-pointing” experiments would also seem to produce a dramatic left-right reversal in visual-motor coordinates; in anti-pointing, subjects are instructed to reach in a direction opposite to the perceived location of the stimulus (Connolly et al. 2000; DeSouza et al. 2003; Hallett 1978). However, anti-pointing and reversing-prism adaptations are fundamentally different. Reversing prisms result in a motor command that produces an inappropriate spatial output (incongruent corollary discharge). In anti-pointing tasks, the motor command produces a congruent corollary discharge. Furthermore, anti-pointing is not believed to alter subjects’ perceptions of the visual stimulus (Fisher and Weber 1992). In contrast, reversing prism adaptation dissociates vision from proprioceptive feedback provides direct visual feedback of errors in grasp orientation and reach location and does not require any specialized instruction. Perhaps it is for these reasons that reversing prism adaptation does affect perception. This may thus have deeper implications for spatial vision and the nature of perceptual knowledge.

Also surprising, from the viewpoint of vision based on the perception and cognition traditions, is our finding of a clear dissociation between learning in the reach and grasp systems. However, this use of local task-specific learning resonates with several findings from the motor learning literature. For example, although subjects learn to generalize a novel load in terms of both amplitude and rate (Goodbody and Wolpert 1998), this shows a rapid decay for changes in movement direction (Gandolfo et al. 1996). Similarly, learned responses to a visual rotation show a local decay in generalization (Krakauer et al.
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FIG. 3. To test for the possibility of modular perceptual learning, subjects were required to point to a blue region at the end of a rectangle oriented about the middle target location (A and B), and in another task, were required to point to blue circles that were positioned in the same locations as the blue regions at the end of the rectangle (C and D). Post-training location errors are plotted as a function of pretraining location errors for both tasks. When subjects underwent Orientation training, their reaching movements were not corrected on both tasks (A and C). When a separate group of subjects underwent Full Cue training, they were able to successfully indicate the correct position of the top or bottom of the rectangle (B) and accurately point to the target circles (D). Dashed lines labeled Unlearned represents where the data would fall if there was no adaptation; dashed lines labeled Learned represents complete adaptation. Top and bottom boundaries of the 95% CIs for the post-training error are presented as gray lines.
2000; Tong and Flanagan 2003; Tong et al. 2002). In the prism goggle literature, Martin et al. (1996) found that adaptation to wedge (displacing) prisms was specific both to the body part trained and the type of motor task.

Furthermore, these results are consistent with the known cortical physiology of the visuomotor transformations for reach and grasp, in particular, the observations from primate neurophysiology that there are separate visuomotor reach and grasp systems in anterior intraparietal area (AIP) and medial intraparietal area (MIP), respectively, of the posterior parietal cortex (Andersen et al. 1998; Gallesse et al. 1994; Mountcastle et al. 1975; Murata et al. 1996; Sakata et al. 1997; Snyder et al. 2000; Taira et al. 1990). Lesions to these parietal areas often result in deficits attributable to inaccuracies in transforming between visual and motor coordinate systems (Andersen 1987). These two parallel streams appear to provide a possible neural substrate for the independent adaptations that we observed.

Presumably, task-specific learning is a safer, more parsimonious strategy for the brain than applying global learning rules to early visual transformations every time we make a mistake in ordinary life. Interestingly, in our experiment, even a slight glimpse of the hand during location training provided enough orientation feedback to allow for a mild, but significant, correction by the grasp (orientation) system. Such an effect did not occur after orientation information, even though there was location information present—again, from the glimpse of the hand. The reason for this asymmetry may be that the “costs” associated with an orientation error are much smaller than the costs of a location error. In other words, if one reaches the right way with the wrong grasp orientation, the required correction is much less dramatic than if one were to reach to the wrong location with the right grasp.

Does such a modular system preclude global learning? Not necessarily: adaptation would be enhanced when enough different error signals agree, as we observed in the better overall performance in both reach and grasp in our Full Cue condition compared with our other learning conditions. Under the right conditions (i.e., with the right sensorimotor contingencies and sufficient training sets), such error signals could promote adjustments that look feature-based or even global, but these different strategies are only possible given a modularity in the underlying neural mechanisms.

Once properly adapted, such parallel systems have the capacity to simulate a complete internal spatial representation of the external world, even when this representation only exists as a concatenated series of transformations within parallel streams (Colby and Goldberg 1999; Henriques et al. 1998; Klier et al. 2001; Morgan 2003; Smith and Crawford 2001). What remains to be seen is whether there are other aspects of what we call “perceptual knowledge: that cannot be explained in these terms. If not, knowledge of the world would simply equate to a complete set of correctly calibrated relationships between sensory input and motor output.
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