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INTRODUCTION

Renshaw cells are a unique class of spinal interneurons. They send inhibitory projections to motoneurons and, in turn, they are the primary target of axon collaterals of motoneurons (Eccles et al. 1954; Renshaw 1946). These collaterals form a powerful excitatory connection such that in response to motor axon stimulation, Renshaw cells fire a burst of action potentials whose frequency can be >1,000 Hz (Eccles et al. 1956; Hultborn and Pierrot-Deseilligny 1979; Ryall 1970; Walmsley and Tracey 1981). This connection is sufficiently strong that stimulation of a single motor axon can elicit a disynaptic inhibitory postsynaptic potential (IPSP) in motoneurons of the same motor pool (Hamm et al. 1987; Ross et al. 1976; Van Keulen 1981). The strength of this connection can also be measured in anatomical terms: assuming a uniform density of five synapses for every 100 μm² of membrane surface area for Renshaw cells (Lagerback 1983), the cholinergic synapses formed by the axon collaterals of motoneurons represent the majority of all excitatory synapses on the dendritic trees of Renshaw cells (Alvarez et al. 1999).

Inhibitory synapses to Renshaw cells, originating from other Renshaw cells (Ryall 1970) or descending inputs (Baldissera et al. 1981; Katz and Pierrot-Deseilligny 1999), seem to be ideally positioned to counteract the powerful excitatory connections originating from motoneurons. Immunostaining for the glycine receptor clustering protein, gephyrin, and for γ-aminobutyric acid-A (GABA_A) receptors shows large clusters of glycine/GABA_A receptors that are mainly located on the soma and juxtamasomatic regions of the dendritic tree (Alvarez et al. 1997; Geiman et al. 2002). It has been estimated that these glycinerergic/GABAergic synapses account for 75–80% of all synapses on the soma and most proximal dendrites of Renshaw cells (Alvarez et al. 1999). As indicated by Koch et al. (1983), inhibition is most effective if it is positioned on the path between an excitatory synapse and the soma. For large excitatory conductances, Koch et al. (1983) demonstrated that the optimal location for the inhibition moves toward the soma while remaining on the path of the excitation. Thus the distribution of the glycinerergic/GABAergic synapses to Renshaw cells precisely fulfills the criterion for maximal inhibition. There are two caveats to such a conclusion, however. First the conclusion that proximally distributed inhibition is more effective was derived analytically assuming that the cell was operating in subthreshold conditions, that is, when the membrane potential is below the threshold for firing action potentials (Koch 1999). Second, the electrotonic structure of Renshaw cells is compact (Bui et al. 2003). Thus inputs to Renshaw cells do not generally suffer from great attenuation and there may not be significant differences in the inhibition produced by proximally and distally distributed inhibitory inputs.

In subthreshold conditions, the activity of excitatory and inhibitory synapses can mutually change their respective driving potential. These interactions can lead to sublinear arith-
metric, in which inhibition acts divisively rather than subtractively (Rall 1977; Ulrich 2003). However, the repetitive firing of action potentials in suprathreshold conditions introduces a virtual clamping of the membrane potential that adds a different element to the integration of synaptic inputs (Holt and Koch 1997; Koch 1999). In this situation, the driving potentials of both excitatory and inhibitory synapses can be constant, leading to linear rather than nonlinear interactions. Because the origin of the voltage clamp introduced by repetitive firing is somatic, it is not surprising that proximal inhibition has been observed to be subtractive in suprathreshold conditions (Brizzi et al. 2004; Gabbiani et al. 1994; Holt and Koch 1997; Ulrich 2003). However, considering the potentially limited spatial extent of the voltage clamp, it is surprising that distal inhibition has been observed to be subtractive as well (Holt and Koch 1997). In such cases where the inhibitory effects of synapses located both proximally and distally are purely subtractive, the differences in effectiveness between proximal and distal inhibition may solely be a function of the currents that they can deliver to the cell body. In electrophysiologically compact cells such as Renshaw cells, the differences in currents delivered by proximally and distally distributed inputs are negligible at low levels of synaptic activity (Bui et al. 2003), assuming that the number of synapses is the same for both distributions. Therefore the strategic advantage of proximal inhibition may be reduced in the suprathreshold regime compared with the subthreshold regime for Renshaw cells. Our goal was to verify this prediction.

To meet this objective, we constructed compartmental models based on detailed anatomical measurements of the dendritic geometry of four intracellularly stained Renshaw cells. In one set of models, the cholinergic and glycinergic/GABAergic synapses were arranged according to their known distribution pattern (Alvarez et al. 1997, 1999). In a second set of models, the glycinergic/GABAergic synapses were redistributed more distally such that their density (number/100 μm²) was the same on the entire somatic and dendritic surface. Various levels of synaptic activity were simulated in current-clamp mode to replicate subthreshold conditions and with a somatic voltage clamp to replicate suprathreshold conditions. We then compared the inhibition produced by the two distributions of inhibitory inputs on the somatic membrane potential changes produced by excitatory synaptic activity in subthreshold conditions, and the currents arriving at the cell body produced by excitatory synaptic activity in suprathreshold conditions. Unexpectedly, our results contradict our hypothesis that the strategic advantages of proximal inhibition are lost in the suprathreshold regime.

**METHODS**

**Compartmental modeling**

The construction of the compartmental models of Renshaw cells was described in detail in Bui et al. (2003). The value of the specific resistivity of the cytoplasm ($R_i$) selected for this study, 70 Ω · cm, is based on calculations for motoneurons (Barrett and Crill 1974) and is close to the value for saline (Hille 2001). In subthreshold conditions, the value of the specific resistivity of the membrane ($R_m$) was 15,000 Ω · cm² for all four cells. In suprathreshold conditions, $R_m$ was modified to reflect the change in input conductance caused by the synaptic activity required to bring the membrane potential up to −55 mV, the assumed average membrane potential during repetitive firing of action potentials. Thus for simulations of suprathreshold conditions, $R_m$ values were in the range of 13,500–14,000 Ω · cm² for the four cells.

Simulations were performed using Saber, a mixed-signal simulator software package (Synopsys, Mountain View, CA) (Carnevale et al. 1990). To calculate the total synaptic current that reaches the soma, the membrane potential of the cell body was clamped to −55 mV for simulations of suprathreshold conditions. This is analogous to the experimental technique developed by Heckman and Binder (1988).

**Synaptic innervation**

The distribution of excitatory synapses was based on the arrangement of cholinergic synapses on Renshaw cells as described by Alvarez et al. (1999). For the soma and the proximal 50 μm, excitatory synapses were distributed at a density of one synapse per 100 μm². For all other regions of the dendritic tree, excitatory synapses were distributed at a density of four synapses per 100 μm². The density of glycine/GABAergic inputs to Renshaw cells were inferred from observations by Alvarez et al. (1997, 1999). According to Alvarez et al. (1999), F-type synapses (glycinergic synapses) constitute 75–80% of all synapses on the soma, whereas S-type synapses constitute 10% of all somatic synapses and 20% of proximal synapses. If we assume that the density of cholinergic synapses (one synapse per 100 μm²) represents 10% of all somatic synapses, then according to the above estimates, the somatic density of glycine/GABAergic inputs is eight synapses per 100 μm². To calculate the density of glycine/GABAergic synapses on the dendrites, we extrapolated the relative density of these inputs to the somatic, proximal, and distal dendritic regions of Renshaw cells using Table 1 of Alvarez et al. (1997) where they report the means of gephyrin-immunoreactive clusters measured in different distance bins. The number of clusters sampled differed in different regions, usually reflecting the dendritic surface area. Using our own morphological analysis of reconstructed Renshaw cells (Bui et al. 2003), we calculated the cumulative membrane surface area that was found in each distance bin. Dividing the number of clusters by the cumulative membrane surface area found within the matching distance bin provides a relative density of glycinergic/GABAergic synapses. The results of this analysis are found in Table 1 and were used to set the density of glycine/GABA inputs in the dendritic regions closer than 100 μm from the soma at eight synapses/100 μm², and those ≥100 μm away from the soma to be two synapses/100 μm². The latter density may be an overestimate for dendritic regions >200 μm from the soma. However, the number of clusters found between 100 and 200 μm away from the soma and >200 μm from the soma is small. Their relative difference may therefore be exaggerated. For this reason, we assigned the same densities of clusters to both regions.

In a second set of models, the inhibitory synapses were distributed uniformly on the same four model cells. The number of synapses for each cell was kept constant to assess the effects of distribution solely.

**TABLE 1.** Estimation of relative glycine/GABA inputs to Renshaw cells

<table>
<thead>
<tr>
<th>Distance, μm</th>
<th>0–100</th>
<th>100–200</th>
<th>200–500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>148</td>
<td>39</td>
<td>23</td>
</tr>
<tr>
<td>Total surface area, μm²</td>
<td>13,789</td>
<td>15,129</td>
<td>32,680</td>
</tr>
<tr>
<td>Density of clusters, cluster/100 μm²</td>
<td>1.07</td>
<td>0.26</td>
<td>0.07</td>
</tr>
<tr>
<td>Relative density of clusters</td>
<td>15.2</td>
<td>3.7</td>
<td>1</td>
</tr>
</tbody>
</table>

Data on number of clusters and total surface area were taken from Table 1 of Alvarez et al. (1997). Data on density of clusters were taken from four reconstructions of cat Renshaw cells (Bui et al. 2003).
Thus for the four models, the densities (number of synapses in parentheses) of glycine/GABA synapses when distributed uniformly throughout the dendritic tree were 3.6 synapses/100 μm² (604), 3.3 synapses/100 μm² (1,026), 3.8 synapses/100 μm² (441), and 4.8 synapses/100 μm² (499).

**Modeling synaptic conductance changes**

Current injected by synaptic activation (I_{syn}) is a product of the conductance generated by channel opening and the driving potential, such that

\[ I_{syn} = g(E_{rev} - V_m) \]  

where \( g \) is the synaptic conductance change, \( E_{rev} \) is the reversal potential, and \( V_m \) is the membrane potential. The parameters describing the conductance change of the glycine/GABAergic and the cholinergic synapses to Renshaw cells were estimated using data gathered in different studies.

**Cholinergic inputs to Renshaw cells**

The subunit composition of the cholinergic receptors of Renshaw cells is \( α_4β_2 \) (Dourado and Sargent 2002), indicating that cholinergic transmission to Renshaw cells is mediated by nicotinic receptors. The 10–90% rise time was estimated to be 1.0 ms at 23°C. If we assume Q10 to be 3 and a temperature of 37°C, a scaling factor of 31.2 was applied to a time to peak of 0.21 ms. Assuming that the time course of the conductance change can be modeled as an α-function, a 10–90% rise time of 0.21 ms corresponds to a time to peak (t_{peak}) of 0.36 ms. The decay time constant (\( τ_d \)) measured by Dourado and Sargent (2002) was 5 ms (1.1 ms at 37°C). Because an α-function with a t_{peak} of 0.36 ms has a shorter decay time constant, we used a piecewise function that is described by an α-function with a time to peak of 0.36 ms (and a 10–90% rise time of 0.21 ms) for the rising phase and an exponential decay with a decay time constant (\( τ_d \)) of 1.1 ms for the decay phase. Thus the conductance change for cholinergic synapses to Renshaw cells, \( g_{nACh}(t) \), is given as

\[
g_{nACh}(t) = \begin{cases} 
\frac{g_{peak} e^{-τ_d t}}{t_{peak} - τ_d t} & t < t_{peak} \\
\frac{g_{peak} e^{τ_d t}}{t_{peak} + τ_d t} & t > t_{peak}
\end{cases}
\]  

The tonic conductance change of such a conductance time course is given by the time-averaged conductance change (Bernander et al. 1991), in this case

\[
\bar{g}_{nACh} = \frac{1}{t_{peak}} \int_0^{t_{peak}} g_{nACh}(t) dt + \frac{1}{t_{peak}} \int_{t_{peak}}^{∞} g_{peak} e^{-τ_d t} dt
\]

\[
= g_{peak} \left( \frac{2}{e} + 1 \right) + g_{peak} (τ_d)
\]  

The selected value of the peak unitary nicotinic conductance, \( g_{peak} \), was based on unitary nicotinic conductances obtained from an in vivo study of rat superior cervical ganglion (Sacchi et al. 1998). The mean peak conductance was estimated to be 4.0 nS. However, the nicotinic receptors of the superior cervical ganglion are composed of the \( α_4β_2 \) (Covington et al. 1994). Single-channel conductances of the \( α_4β_2 \) receptor (Haghighi and Cooper 1998; Nelson and Lindstrom 1999) are comparable to those of \( α_4β_2 \) receptors (Buisson et al. 1996; Charnet et al. 1992; Figl et al. 1998) and thus we adopted 4.0 nS as the peak unitary amplitude of \( α_4β_2 \) receptors.

The channels associated with the \( α_4β_2 \) receptor exhibit an inward rectification near 0 mV. Thus the reversal potential has to be extrapolated. Reported estimates of reversal potential are based on patch-clamp recordings of expressed \( α_4β_2 \) channels. Haghighi and Cooper (1998) report a reversal potential of −5 mV (unpublished observation) for \( α_4β_2 \) receptors in the rat superior cervical ganglion. This value was used in this study.

**Glycinergic/GABAergic inputs to Renshaw cells**

Dual-component glycine/GABA inhibitory postsynaptic currents (IPSCs) have been recorded in the spinal cord for several populations of neurons (Jonas et al. 1998; Keller et al. 2001; Schneider and Fyffe 1992). To the best of our knowledge, unitary IPSCs for Renshaw cells have not been reported. Thus our model of the glycine/GABA synapse is based on the recordings of unitary glycine/GABA IPSCs on motoneurons (Jonas et al. 1998).

The time course of unitary glycine/GABA IPSC has a rising phase with a single time constant and a dual-component decay with two time constants, one slow and one fast. Thus a piecewise function was also used to describe the time course of unitary glycine/GABA IPSCs. The rising phase is modeled as the rising phase of an alpha function until \( t_{peak} \). Beyond \( t_{peak} \), the decay phase is modeled as a biexponential decay function with parameters \( τ_1 \) and \( τ_2 \) corresponding to the fast and slow time constants, respectively. Thus the conductance change for glycine/GABA synapses to Renshaw cells, \( g_{gly/GABA}(t) \), is given as

\[
g_{gly/GABA}(t) = \begin{cases} 
g_{peak} e^{-τ_d t} & t < t_{peak} \\
g_{peak}(x e^{-τ_1 t} + y e^{-τ_2 t}) & t > t_{peak}
\end{cases}
\]

where A and B are constants representing the proportion of the two time constants to the total conductance change. As reported by Jonas et al. (1998), A and B are 0.74 and 0.26. The tonic conductance of such a conductance time course is given as

\[
\bar{g}_{gly/GABA} = \int_0^{t_{peak}} g_{gly/GABA}(t) dt + \int_{t_{peak}}^{∞} g_{peak}(x e^{-τ_1 t} + y e^{-τ_2 t}) dt
\]

\[
= g_{peak} [x \left( \frac{2}{e} + 1 \right) + y \left( \frac{2}{e} + 1 \right)]
\]  

The values of \( t_{peak} \), \( τ_1 \), and \( τ_2 \) are taken from Jonas et al. (1998). The value of \( t_{peak} \) is extrapolated from the measured 20–80% rise time of 0.46 ms. Because the measurements were taken at 25°C, we applied a scaling factor of \( 3^{1/2} = 3.7 \), assuming again that Q10 is 3. Thus the adjusted 20–80% rise time is 0.13 ms. Assuming that the time course of the conductance change is modeled as an alpha function, the time to peak is estimated to be 0.32 ms. The approximated values of \( τ_1 \) and \( τ_2 \), adjusted by a scaling factor of 3.7, are respectively 2.7 and 12.2 ms.

The peak conductance of the unitary IPSCs recorded by Jonas et al. (1998) can be estimated by calculating the Cl⁻ equilibrium potential (\( E_{Cl^-} \)) in their whole cell patch-clamp experiments. The internal and external Cl⁻ concentrations were 144 (or 149) and 133.5 mM, respectively. Using the Nernst equation

\[
E_{Cl^-} = -61.5 \ln \left( \frac{144}{133.5} \right) = 4.65 \text{ mV}
\]

Subsequently, we can calculate the peak conductance that produced a peak amplitude of 330 pA at −50 mV (Jonas et al. 1998)

\[
(50 \text{ mV} - 4.65 \text{ mV}) = \frac{3.3 \times 10^{-10} \text{A}}{g_{peak}}
\]
Cluster sizes of glycine receptors on motoneurons are on average three times smaller than those on Renshaw cells (Alvarez et al. 1997). Furthermore, there is evidence that cluster size is correlated to the miniature IPSC size in the spinal cord (Oleskevich et al. 1999). To reflect this size-dependent scaling of unitary glycine/GABA unitary conductances, \( g_{\text{peak}} \) was scaled. Because the developmental scaling of the GABA component with gephyrin cluster size may be smaller than that of the glycine component (González-Forero et al. 2005), an arbitrary factor of 2 was used and the peak conductance was increased to 12.2 nS.

Because the glycine/GABA synapse is a chloride-mediated current, a reversal potential value of \(-81 \text{ mV}\) was used as calculated by Stuart and Redman (1990) for glycinergic IPSCs in in vivo motoneurons.

The parameters describing the nicotinic cholinergic synapse and the glycine/GABA synapses on Renshaw cells are detailed in Table 2.

### Measures of synaptic activity

To calculate the instantaneous hyperpolarizing current injected by the activation of each additional inhibitory synapse (proximal inhibition: \( \frac{\text{d}I_{\text{N}}}{\text{d} \text{synapse}_{i,\text{prox}}} \); uniform inhibition: \( \frac{\text{d}I_{\text{N}}}{\text{d} \text{synapse}_{i,\text{uni}}} \)) and the instantaneous somatic membrane potential change produced by the activation of each additional inhibitory synapse (proximal inhibition: \( \frac{\text{d}\Delta V_{\text{s}}}{\text{d} \text{synapse}_{i,\text{prox}}} \); uniform inhibition: \( \frac{\text{d}\Delta V_{\text{s}}}{\text{d} \text{synapse}_{i,\text{uni}}} \)), the relations between the current arriving at the cell body (\( I_{\text{N}} \)) and the number of inhibitory synapses (\( x \)), and the relation between somatic membrane potential change (\( \Delta V_{\text{s}} \)) and \( x \) were respectively fitted by a hyperbolic decay equation (see Eq. 2)

\[
I_{\text{s}}(x) = I_{\text{s}}(0) + \frac{ab}{b + x}
\]

\[
\Delta V_{\text{s}}(x) = V_{\text{s}}(0) + \frac{ab}{b + x}
\]

The regressions were performed by SigmaPlot (SPSS, Point Richmond, CA) and the \( r^2 \) values were consistently >0.999. Subsequently, the derivative of \( I_{\text{s}} \) and of \( \Delta V_{\text{s}} \) with respect to the number of inhibitory synapses activated were calculated using SigmaPlot to obtain \( \frac{\text{d}I_{\text{N}}}{\text{d} \text{synapse}_{i,\text{prox}}} \) and \( \frac{\text{d}I_{\text{N}}}{\text{d} \text{synapse}_{i,\text{uni}}} \) and \( \frac{\text{d}\Delta V_{\text{s}}}{\text{d} \text{synapse}_{i,\text{prox}}} \) and \( \frac{\text{d}\Delta V_{\text{s}}}{\text{d} \text{synapse}_{i,\text{uni}}} \), respectively.

### RESULTS

#### Synaptic distribution

The response to steady-state excitatory and inhibitory synaptic activity was determined for four Renshaw cells. Two different distributions of inhibitory synaptic inputs were modeled (see METHODS). The first distribution, referred to as proximal inhibition, was based on anatomical observations of gephyrin clusters in Renshaw cells (Alvarez et al. 1997). For the four Renshaw cells modeled, inhibitory synapses had a median distance from the cell body of 160, 165, 95, and 65 \( \mu \text{m} \), respectively. Subsequently all synapses were redistributed to a more distal distribution; specifically, all inhibitory synapses were redistributed to a uniformly constant density distribution, referred to as uniform inhibition. After this redistribution, the median distance from the cell body of inhibitory inputs was 285, 280, 210, and 150 \( \mu \text{m} \), respectively, for the same four cells. The distribution of excitatory synapses was the same in both proximal and uniform inhibition models. Figure 1 shows the distribution of inhibitory synapses, both proximal and uniform, as well as the distribution of excitatory synapses with

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( I_{\text{peak}}, \text{ms} )</th>
<th>( \tau_1, \text{ms} )</th>
<th>( \tau_2, \text{ms} )</th>
<th>( g_{\text{peak}}, \text{nS} )</th>
<th>( \bar{g}, \text{nS}^{-1} \text{ms}^{-1} )</th>
<th>( E_{\text{rev}}, \text{mV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{nACh} )</td>
<td>0.36</td>
<td>1.1</td>
<td>—</td>
<td>4.0</td>
<td>5.4</td>
<td>—</td>
</tr>
<tr>
<td>( \text{Glycine/GABA} )</td>
<td>0.32</td>
<td>2.7</td>
<td>12.2</td>
<td>12.2</td>
<td>65.9</td>
<td>80.1</td>
</tr>
</tbody>
</table>

\( g_{\text{peak}} = 6.1 \text{ nS} \)
relation to distance from the cell body for one of the Renshaw cells (RC2a). The observed decrease in the number of synapses at greater distance away from the soma in the uniform distribution is attributed to the smaller amount of available membrane surface area at greater distance from the cell body (Bui et al. 2003). Note that for graphical simplicity, all subsequent figures (except Fig. 3B) illustrate data from this cell. The three other cells showed the same qualitative behavior as that of this cell. For all simulations, the steady-state frequencies of activation of the excitatory synapses and inhibitory synapses were 50 and 10 Hz, respectively.

Suprathreshold regime

A somatic voltage clamp of −55 mV was applied to simulate the average membrane potential of the soma during repetitive firing (suprathreshold state), and the current reaching the cell body (I_N) was measured for different levels of synaptic excitatory and synaptic inhibitory activity (Fig. 2, A and B). The shape of the relationship between I_N and inhibitory synaptic activity does not vary with the level of excitation. Instead, increasing the level of excitation shifted the relationship upward.

To compare the effectiveness of the inhibition produced by two different distributions under the suprathreshold condition, we calculated the difference in inhibition (ΔI_{inh}), which is simply the difference in I_N with proximal inhibition and that with uniform inhibition. This measure represents the increase in inhibition produced when the synapses are distributed proximally rather than uniformly. As can be seen in Fig. 2C, proximal inhibition is more potent than uniform inhibition. This difference increases with the level of inhibitory activity. However, ΔI_{inh} is largely independent of the level of excitatory activity.

Subthreshold regime

In the subthreshold regime, the membrane potential of the soma is not clamped by the repetitive firing of action potentials (Koch et al. 1995). The effectiveness of the two distributions of inhibitory inputs was compared under current-clamp conditions and the changes in membrane potential at the soma (ΔV_m) were measured (resting membrane potential = −64 mV). Because we previously defined threshold as −55 mV, simulation results where the somatic membrane potential was below −55 mV (ΔV_m < −9 mV) are shown in black to highlight the subthreshold regime (Fig. 2, D and E). Unlike the suprathreshold regime, the shape of the relation between ΔV_m and inhibitory synaptic activity changes with the level of excitation.

The difference in inhibition (ΔV_{inh}) under subthreshold conditions was calculated as the difference in ΔV_m produced during the two types of inhibition (Fig. 2F). As was observed in the suprathreshold state, the inhibition produced by proximal inhibition was stronger than that produced by uniform inhibition at all levels of excitatory and inhibitory synaptic activity. However, ΔV_{inh} increases with increasing levels of excitatory activity and is relatively insensitive to the level of inhibitory activity.

Comparison of proximal and uniform inhibition in subthreshold and suprathreshold conditions

Although ΔI_{inh} is the appropriate measure to compare the effectiveness of proximal versus uniform inhibition under suprathreshold conditions and ΔV_{inh} is the appropriate measure to compare the effectiveness of proximal versus uniform inhibition under subthreshold conditions, it is difficult to compare ΔI_{inh} to ΔV_{inh} because these measures relate to two different electrical measures. To address this problem, we compared the inhibition produced by proximally and uniformly distributed synapses by determining the level of synaptic activity of uniform inhibition required to match the inhibition produced by a particular level of proximal inhibition (Fig. 3). This comparison, made at various levels of background excitatory synaptic activity, is shown for the suprathreshold regime in Fig. 3A (left) and the subthreshold regime in Fig. 3A (right). Points above the line of unity indicate that for that particular level of proximal inhibition, a higher level of uniform inhibition is required to produce the equivalent inhibition. Because proximal inhibition was always more effective than uniform inhibition, it is not surprising that all points are above the line of unity. To determine whether proximal inhibition was even more effective than uniform inhibition in suprathreshold conditions as opposed to subthreshold conditions, we calculated the percentage increase in level of uniform inhibition required to match a corresponding level of proximal inhibition. The results for all four Renshaw cells are presented in Fig. 3B. Points below 0 indicate that when the cell moved from the subthreshold regime to the suprathreshold regime, a decrease in the level of uniform inhibition was required to match a particular level of proximal inhibition. In such cases, proximal inhibition was more effective than uniform inhibition, although this difference was reduced when the cell moved from subthreshold regime to the suprathreshold regime. Conversely, points above 0 indicate that when the cell moved from the subthreshold regime to the suprathreshold regime, an increase in the level of uniform inhibition was required to match a particular level of proximal inhibition. Thus for almost all levels of synaptic excitation, proximal inhibition was even more effective than uniform inhibition in suprathreshold conditions, although these differences became less pronounced at higher levels of excitation. This contradicts our prediction that in the suprathreshold regime the differences between proximal and more distal inhibition would become negligible for Renshaw cells.

Mechanisms that enhance the effectiveness of proximal versus uniform inhibition in the suprathreshold regime

To determine the mechanisms that increased the effectiveness of proximal inhibition versus suprathreshold conditions, we examined the instantaneous output of inhibitory synapses to Renshaw cells at different levels of synaptic activity. As synaptic activity increases, changes in driving potential lead to changes in synaptic output. Thus the inhibition contributed by additional inhibitory synapse decreases with increasing inhibitory activity but increases with increasing excitatory activity. These changes reflect the reduction of the inhibitory driving potential produced by each activated inhibitory synapse and, conversely, the increase of the inhibitory driving potential.
FIG. 2. Current arriving at the cell body (I_N) at varying levels of excitatory and inhibitory activity during suprathreshold conditions; and somatic membrane potential change (ΔV_m) at varying levels of excitatory and inhibitory activity during subthreshold conditions. Numbers at the right of each curve (all except for C) indicate the level of excitatory activity. From top to bottom (except for F), curves represent measurements with 100, 64, 32, 16, 8, 4, and 0% activation of total excitatory synapses. Filled circles represent measurements; lines represent fits as described in METHODS. Gray lines represent conditions under which the somatic membrane potential would exceed the threshold for repetitive activity in subthreshold conditions. A: I_N with proximal inhibition. B: I_N with uniform inhibition. C: difference in somatic inhibitory current (ΔI_inh) under suprathreshold conditions. D: ΔV_m with proximal inhibition. E: ΔV_m with uniform inhibition. F: difference in inhibitory somatic membrane potential change (ΔV_inh) under subthreshold conditions. From top to bottom, curves represent measurements with 0, 4, 8, 16, 32, 64, and 100% activation of total excitatory synapses.
FIG. 3.  A: equivalent levels of uniform inhibition and proximal inhibition under suprathreshold (left) and subthreshold (right) conditions. In suprathreshold conditions, from left to right, curves represent measurements with 100, 64, 32, 16, 8, 4, and 0% activation of total excitatory synapses. In subthreshold conditions, from left to right at level marked, curves represent measurements with 100, 64, 0, 32, 16, 8, and 4% activation of total excitatory synapses. Gray lines represent conditions under which the somatic membrane potential would exceed the threshold for repetitive activity in subthreshold conditions. B: percentage increase in equivalent level of uniform inhibition in suprathreshold conditions compared with subthreshold conditions. Results are shown for all 4 neurons. From top to bottom at level marked, curves represent measurements with 0, 4, 8, 16, 32, 64, and 100% activation of total excitatory synapses, except for RC4a where curves represent measurements with 4, 0, 8, 16, 32, 64, and 100% activation of total excitatory synapses. x-axis and y-axis of the graphs for RC1a, RC2a, and RC4a are the same as the x-axis and y-axis of the graph for RC4a, respectively. Gray lines represent conditions under which the somatic membrane potential would exceed the threshold for repetitive activity in subthreshold conditions.
produced by each activated excitatory synapse. To assess these changes, we calculated the derivative of $I_N$ with respect to the number of inhibitory synapses activated (Fig. 4A, proximal inhibition: $dI_N/d\text{synapse}_{i,\text{prox}}$; uniform inhibition: $dI_N/d\text{synapse}_{i,\text{uni}}$) and the derivative of $\Delta V_m$ with respect to the number of inhibitory synapses activated (Fig. 4B, proximal inhibition: $d\Delta V_m/d\text{synapse}_{i,\text{prox}}$; uniform inhibition: $d\Delta V_m/d\text{synapse}_{i,\text{uni}}$) at various levels of synaptic excitation. These derivatives represent the instantaneous synaptic output at each level of synaptic inhibition. Greater magnitudes of these derivatives indicate a greater inhibition. The relative differences between $dI_N/d\text{synapse}_{i,\text{prox}}$ and $dI_N/d\text{synapse}_{i,\text{uni}}$ and between $d\Delta V_m/d\text{synapse}_{i,\text{prox}}$ and $d\Delta V_m/d\text{synapse}_{i,\text{uni}}$ provide a measure of the disparity in instantaneous inhibition produced by proximally and uniformly distributed inhibitory synapses. Note that the magnitude of $dI_N/d\text{synapse}_{i,\text{prox}}$ is always greater than that of $dI_N/d\text{synapse}_{i,\text{uni}}$ at comparable levels of excitation. The same is not true for the magnitude of $d\Delta V_m/d\text{synapse}_{i,\text{prox}}$ compared to that of $d\Delta V_m/d\text{synapse}_{i,\text{uni}}$.

To facilitate the comparison between proximal and uniform inhibition in the subthreshold and the suprathreshold regime, we calculated the ratio of $dI_N/d\text{synapse}_{i,\text{prox}}$ over $dI_N/d\text{synapse}_{i,\text{uni}}$ and the ratio of $d\Delta V_m/d\text{synapse}_{i,\text{prox}}$ over $d\Delta V_m/d\text{synapse}_{i,\text{uni}}$ (Fig. 5). These ratios provide a measure of the instantaneous difference in synaptic output at a particular level of synaptic activity. For each level of synaptic inhibition, values $>1$ indicate that the next synapse activated that is distributed under the proximal inhibition will be more effective than the next synapse activated that is distributed under the uniform inhibition. Proximal inhibition is instantaneously more effective in both the subthreshold and suprathreshold regime at low levels of inhibition.

FIG. 4. Instantaneous synaptic output produced per each additional activated inhibitory synapse at varying levels of excitatory and inhibitory synaptic activity. A: current reaching the cell body produced by each additional activated inhibitory synapse. Solid lines represent simulations with proximal inhibition ($dI_N/d\text{synapse}_{i,\text{prox}}$). Dashed black lines represent simulations with uniform inhibition ($dI_N/d\text{synapse}_{i,\text{uni}}$). Numbers at the right of each pair of curves indicate the level of excitatory activity. B: somatic membrane potential change produced by each additional activated inhibitory synapse. Solid lines represent simulations with proximal inhibition ($d\Delta V_m/d\text{synapse}_{i,\text{prox}}$). Dashed lines represent simulations with uniform inhibition ($d\Delta V_m/d\text{synapse}_{i,\text{uni}}$). Numbers at the right of each pair of curves indicate the level of excitatory activity. Gray lines represent conditions under which the somatic membrane potential would exceed the threshold for repetitive activity in subthreshold conditions.

FIG. 5. Ratio of instantaneous synaptic output at varying levels of synaptic excitation and inhibition. Numbers at the right of each curve indicate the level of excitatory activity. A: ratio of $dI_N/d\text{synapse}_{i,\text{prox}}$ over $dI_N/d\text{synapse}_{i,\text{uni}}$. B: ratio of $d\Delta V_m/d\text{synapse}_{i,\text{prox}}$ over $d\Delta V_m/d\text{synapse}_{i,\text{uni}}$. Gray lines represent conditions under which the somatic membrane potential would exceed the threshold for repetitive activity in subthreshold conditions.
as indicated by the fact that for both ratios the values are >1. However, the decreasing ratio of $dV_m/\text{dsynapse}_{\text{prox}}$ to $dV_m/\text{dsynapse}_{\text{uni}}$ indicates that the comparative effectiveness of proximal inhibition over uniform inhibition in subthreshold conditions decreases with increasing inhibitory activity to the point where uniform inhibition becomes more effective than proximal inhibition (Fig. 5B). In contrast, proximal inhibition becomes increasingly more effective than uniform inhibition in the suprathreshold regime as indicated by the increasing ratio of $dI_s/\text{dsynapse}_{\text{prox}}$ to $dI_s/\text{dsynapse}_{\text{uni}}$ with increasing inhibitory activity (Fig. 5A).

**DISCUSSION**

By using compartmental models, we compared the inhibition produced by glycinergic/GABAergic inputs to Renshaw cells, which are distributed in a predominantly somatic and juxtasomatic manner (Alvarez et al. 1997), with the inhibition produced by the same number of inputs distributed with no regional bias. Our results show that, as expected, proximal inhibition is more effective in suppressing cell excitability than uniform inhibition in subthreshold conditions. Contrary to our expectations, the simulations showed that proximal inhibition was also more effective than uniform inhibition in suprathreshold conditions. Indeed the effectiveness of proximal inhibition relative to uniform inhibition was more marked under subthreshold conditions than when observed under subthreshold conditions.

**Mechanisms contributing to greater effectiveness of proximal inhibition over uniform inhibition in suprathreshold conditions**

The instantaneous inhibition produced by both types of inhibition in subthreshold and in suprathreshold conditions, $dV_m/\text{dsynapse}_{\text{prox}}$, $dV_m/\text{dsynapse}_{\text{uni}}$, $dI_s/\text{dsynapse}_{\text{prox}}$, and $dI_s/\text{dsynapse}_{\text{uni}}$, provides insights into the biophysical mechanisms that lead to the greater effectiveness of proximal inhibition over uniform inhibition. In particular, the ratio of $dV_m/\text{dsynapse}_{\text{prox}}$ to $dV_m/\text{dsynapse}_{\text{uni}}$ reveals that with increasing levels of synaptic inhibition, each subsequently activated inhibitory synapse distributed proximally becomes less effective than if distributed uniformly in subthreshold conditions. In contrast, the ratio of $dI_s/\text{dsynapse}_{\text{prox}}$ to $dI_s/\text{dsynapse}_{\text{uni}}$ reveals that each subsequently activated inhibitory synapse distributed proximally becomes more effective than if distributed uniformly in suprathreshold conditions. These two opposing trends are attributed to the somatic quasi–voltage clamp produced by the repetitive firing of action potentials. By clamping the membrane potential of the soma and juxtasomatic regions of the dendritic tree, the quasi–voltage clamp has a greater stabilizing influence over the inhibitory driving potential of synapses distributed proximally than distributed uniformly. Thus as the activity of inhibitory synapses increases, synapses distributed proximally do not shunt each other and continue to generate the same level of hyperpolarizing current. In contrast, uniformly distributed synapses have a greater probability of shunting each other, thus decreasing their output. In the subthreshold regime, there is no somatic voltage clamp to prevent the mutual shunting of inhibitory inputs distributed proximally. In fact, as the level of synaptic excitation increases, the excitation acts to clamp the driving potential of the inhibitory inputs. Because the excitatory inputs to Renshaw cells are distributed with a distal bias, the clamping of the inhibitory driving potential will be greater for distal inputs than for proximal inputs. This is supported by the greater instantaneous effectiveness of uniformly distributed inhibitory inputs over that of proximally distributed inputs at higher levels of activity in the subthreshold regime.

**Methodological considerations**

**SOMATIC VOLTAGE CLAMP IN SUPRATHRESHOLD CONDITIONS.** The greater effectiveness of proximal inhibition over uniform inhibition is a product of the somatic voltage clamp in suprathreshold conditions. During the repetitive firing of action potentials, the soma is virtually clamped to the average membrane potential (Koch et al. 1995). This average value becomes less negative with increasing frequency of firing. In our models, we clamped the membrane potential to a single arbitrary value, $-55 \text{ mV}$, to replicate suprathreshold conditions. If the somatic quasi–voltage clamp were to become less negative because of an increased frequency of firing, the current delivered by all inhibitory synapses would increase in magnitude. However, a gradient in the membrane potential with distance away from the cell body would still exist. The limited spatial extent of the voltage clamp would therefore lead to a greater clamping of the inhibitory driving potential for proximal inhibition than uniform inhibition. Thus our conclusion that proximal inhibition is even more effective than uniform inhibition in suprathreshold conditions compared with subthreshold conditions would still hold.

**PASSIVE DENDRITES.** To the best of our knowledge, the voltage–gated channels in the dendrites of Renshaw cells have not been described. Therefore we modeled their dendrites as passive. However, any source of active inward depolarizing currents located in the dendrites could increase the effectiveness of distally distributed inhibitory synapses through the deactivation of such currents.

**MODELING OF SYNAPSES.** The use of compartmental modeling provides a powerful means of directly comparing the effectiveness of different distributions of inhibitory synapses. Because all other factors are fixed, such as dendritic geometry and synaptic conductance, the effect of changes in synaptic distribution can be readily identified. However, the value of this strategy depends on the accuracy of the parameters assigned to the synapses.

Although gephyrin is predominantly linked with glycine receptor subunits (Schmitt et al. 1987), colocalization of gephyrin immunoreactive patches and GABA$_A$ subunits has been detected in Renshaw cells (Geiman et al. 2002). Approximately 70% of boutons to Renshaw cells display immunoreactivity to both glycine and GABA (Geiman et al. 2002). In our models, all inhibitory synapses were modeled as glycine/GABAergic. Although this might overestimate the strength of inhibition, the key results were independent of the strength of inhibition.

We are unaware of experimental observations regarding the time course of unitary coreleased glycine/GABA IPSPs to Renshaw cells. To model these inputs to Renshaw cells, relevant parameters were estimated using values reported for...
glycine/GABA inputs to other spinal cord neurons (Jonas et al. 1998; Keller et al. 2001; Schneider and Ryffle 1992). The kinetics of cholinergic transmission to Renshaw cells has been studied by Dourado and Sargent (2002). Parameters that could not be interpolated from their study were estimated from other studies of the $\alpha_4\beta_3$ ACh receptor (Buisson et al. 1996; Charnet et al. 1992; Covernton et al. 1994; Figl et al. 1998; Haghighi and Cooper 1998; Nelson and Lindstrom 1999; Sacchi et al. 1998). The conclusions based on our simulations were robust over a wide range of tonic excitatory and inhibitory synaptic activity. Thus any errors arising from overestimates and underestimates of the conductances associated with glycine/GABAergic and cholinergic synapses, as well as frequencies of activation, are unlikely to alter our conclusion that the effectiveness of proximal inhibition over uniform inhibition is greater in suprathermal conditions.

### Physiological implications

Our results provide evidence that distributing inhibitory synapses closer to the cell body produces more effective suppression of the excitability of a cell, particularly if the cell is already firing action potentials. In addition to Renshaw cells, there are other instances in the nervous system of proximally distributed inhibitory synapses. The majority of synapses found in the perisomatic region of cortical pyramidal cells are GABAergic (DeFelipe and Farinas 1992). Similarly, innervation of the perisomatic regions of pyramidal cells of the hippocampus is predominantly GABAergic (Meglas et al. 2001). In both cases, the proximally distributed inhibitory inputs produce a stronger inhibition than distally distributed inhibition (Trevelyan and Watkinson 2005; Yang et al. 2003). Furthermore, a comparison of proximally and distally distributed inhibition in spiny neurons of the neostriatum also showed that proximal inhibition is more potent (Koos et al. 2004). It is likely that the effectiveness of proximal inhibition over more distal inhibition will be increased in suprathermal conditions, compared with that in subthreshold conditions, for these cell classes as well.

The majority of Renshaw cell excitatory inputs come from $\alpha$-motoneuron axon collaterals (Alvarez et al. 1999). In fact, Renshaw cells are very sensitive to motor axon activity (Hamm et al. 1987; Ross et al. 1976; Van Keulen 1979). In turn, Renshaw cells send inhibitory projections to $\alpha$-motoneurons. It was initially thought that this connection produced a weak inhibition (Lindsay and Binder 1991; Maltenfort et al. 1998; Windhorst 1996). However, it has been recently demonstrated that in the presence of monoamines, Renshaw cell activation can deactivate the strong synaptic amplification of motoneurons mediated by persistent inward currents (Hultborn et al. 2003), thereby decreasing the excitability of motoneurons (Maltenfort et al. 2004). The robustness of the potent inhibitory control of Renshaw cells, resulting from the subcellular compartmentalization of their synaptic inhibitory inputs, may thus have important repercussions for the regulation of motoneuron excitability and, ultimately, motor control.
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