Frame-Up. Focus on “Eye-Centered, Head-Centered, and Complex Coding of Visual and Auditory Targets in the Intraparietal Sulcus”
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As neuroscientists, the world would be simpler if the frame of reference for spatial information in the brain reflected either the sensory apparatus from which the signals were derived or the motor apparatus toward which the signals were aimed. In this simple world, the neural correlate of a visual stimulus would reflect where on the retina the stimulus had appeared, while the neural correlate of an auditory stimulus would reflect where the sound source was relative to the ears. An area involved in coding arm movements would reflect the goal location relative to current arm position. Unfortunately, the world is not so simple. In this issue of the Journal of Neurophysiology (p. 2331–2352), Mullette-Gilman and colleagues (2005), recording from neurons on both banks of the intraparietal sulcus (IPS), show that individual neurons represent the spatial locations of visual and auditory stimuli similarly and that many neurons use idiosyncratic frames of reference that are neither head-centered nor eye-centered. Similar findings were just reported by Schlack and colleagues (2005) in the IPS fundus. These findings are part of a shift toward a new view of frames of reference in the brain.

Work from the Knudsen laboratory supports the simple story. In the optic tectum of the owl, spatial information derived from auditory signals become aligned with visual information (Knudsen and Brainard 1991), effectively transforming visual and auditory signals into a common eye-centered frame of reference (see also Pouget et al. 2002). In this view, misalignments or deviations from a “pure” eye-centered frame of reference might be either measurement error or reflect neural noise, the inconsequential peculiarities of individual neurons that will be cancelled out at the population level.

Work in mammals suggests a more complex picture. Neurons in monkey superior colliculus encode the visual stimulus location referenced to the eye, whereas sound stimuli are represented in an assortment of reference frames that are neither eye- nor head-centered but instead appear to reflect a nonsystematic compromise between the two (Jay and Sparks 1987). In cortical area VIP, tactile stimuli are represented in a primarily head-centered frame, whereas visual stimuli are referenced to the eyes, referenced to the head or lie in some intermediate frame (Duhamel et al. 1997). What is the utility of a representation based on an intermediate frame of reference? An intermediate frame of reference may reflect an intermediate stage in a reference frame transformation—auditory to eye-centered, in the colliculus, or visual to head-centered, in VIP. A similar explanation has been applied to the modulation of visual responses by eye position in area LIP (Andersen and Zipser 1988).

The findings of Mullette-Gilman and colleagues (2005) and Schlack and colleagues (2005) point toward another interpretation. They show that between one-third and three-quarters of neurons on both banks and in the fundus of the IPS use intermediate frames of reference for visual and auditory stimuli. These remarkably large percentages are similar to those found by Groh and colleagues for auditory stimuli in the inferior colliculus and in auditory cortex (Groh et al. 2001; Werner-Reiss et al. 2003). The ubiquity of intermediate frames of reference, and the lack of a progressive shift toward one frame or another, suggests that these mixed frames do not reflect an intermediate stage in a reference frame transformation but rather an intentional coding scheme that is maintained across multiple brain areas and sensory modalities.

The brain must not only convert information from one frame to another but also integrate noisy information arriving from different sensory systems (sensor fusion). Deneve and Pouget (2004) hypothesize that intermediate frames of reference may be a neural correlate of an arbitration process designed to reconcile and integrate these noisy input signals. In their recurrent neural network model, inputs from different sensory modalities “pull” internal representations toward one frame or another, resulting in nodes that use a mixture of intermediate frames of reference.

The model of Deneve and Pouget is appealing but still does not explain why a mixture of intermediate frames of reference are maintained across many cortical and subcortical areas. Mullette-Gilman and colleagues suggest that mixed frames may occur because information from more than one frame of reference are of use to downstream structures (Klier et al. 2003). For example, directing gaze to a target requires not just eye-centered information but also head-centered information. Regardless of the explanation, these recent papers make it clear that we must understand intermediate reference frames in order to fully understand sensory to motor transformations in the brain.
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