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ABSTRACT:

Neocortical neurons in vivo are embedded in networks with intensive ongoing activity. How this network activity affects the neurons' integrative properties and what function this may imply at the network level remains largely unknown. Most of our knowledge regarding synaptic communication and integration is based on recordings in vitro, where network activity is strongly diminished or even absent. Here, we present results from two complementary series of experiments based on intracellular in vivo recordings in anaesthetized rat frontal cortex. Specifically, we measured (i) the relationship between the excursions of a neuron's membrane potential and the spiking activity in the surrounding network; (ii) how the summation of several inputs to a single neuron changes with the different levels of its membrane potential excursions and the associated states of network activity. The combination of these measurements enables to assess how the level of network activity influences synaptic integration. We present direct evidence that integration of synaptic inputs in frontal cortex is linear, independent of the level of network activity. However, during periods of high network activity, the neurons' response to synaptic input is markedly reduced in both amplitude and duration. This results in a drastic shortening of its window for temporal integration, requiring more precise coordination of presynaptic spike discharges to reliably drive the neuron to spike under conditions of high network activity. We conclude that ongoing activity, as present in the active brain, emphasizes the need for neuronal cooperation at the network level, and cannot be ignored in the exploration of cortical function.
INTRODUCTION

A single pyramidal cell in the rat neocortex receives synaptic inputs from about 10,000 neurons (Larkman, 1991), each of which fires action potentials at an average rate between 1 and 10 per second in vivo (Abeles et al., 1990). As a result, there is a considerable amount of ongoing activity in the network, which is known to influence the response characteristics of individual neurons (Arieli et al., 1996; Azouz and Gray, 1999; Tsodyks et al., 1999). How each neuron integrates its synaptic input, and what are the time constants involved is crucial for the functioning of the network (Abeles, 1982; König et al., 1996; Diesmann et al., 1999). Large integration time windows are usually associated with encoding by spike rates, while small integration time windows are associated with encoding by precisely timed spike patterns (Riehle et al., 1997; Steinmetz et al., 2000). The integration properties of cortical neurons have mostly been studied in vitro (Magee, 2000; Yuste and Tank, 1996). Unlike the intact brain, however, in vitro preparations show a strongly reduced network activity, or none at all. Several factors tend to indicate that this absence of network activity could introduce an important bias when measuring neuronal integrative properties. For instance, it has been predicted on the basis of theoretical studies (Bernander et al., 1991; Rapp et al., 1992; Destexhe and Paré, 1999) and experimentally observed (Borg-Graham et al., 1998; Paré et al., 1998) that variations of network activity in vivo are associated with changes in input resistance and membrane time constant, due to the opening of large numbers of post-synaptic ion channels. Such network activity–dependent modulation of a neuron’s membrane properties are likely to affect the summation of inputs taking place in that neuron. Thus, neuronal integrative properties in vivo may well deviate from in vitro observations.
To specifically evaluate the influence of ongoing network activity on synaptic integration and to assess its functional consequences, we performed simultaneous extra- and intracellular *in vivo* recordings in neo-cortical neurons, under conditions of strong spontaneous modulations of network activity. Specifically, we made use of the fact that pyramidal neurons in the rat neo-cortex express membrane potential fluctuations where hyperpolarized, quiescent periods alternate with depolarized periods with large voltage fluctuations and spike activity. An example of such membrane potential fluctuations in a frontal cortex neuron is shown in Figure 1A (top trace). The corresponding amplitude probability distribution of the signal is shown on the right, with bars marking the voltage ranges that were later analyzed separately. Such depolarized and hyperpolarized periods were termed ‘up’ and ‘down’ states when first described (Steriade et al., 1993; Cowan and Wilson, 1994), and correspond to periods of intensive and sparse network activity, respectively (Amzica and Steriade, 1995; Stern et al. 1997; see also Figure 1A, lower traces). We thus characterized the window for temporal integration at different levels of network activity by measuring the summation of synchronized and non-synchronized post-synaptic potentials (PSPs) in the associated regimes of membrane potential fluctuations. Preliminary results were presented in abstract form (D. Heck, J. F. Léger, E. A. Stern and A. Aertsen (2000) Soc. Neurosci. Abstr. 26, 609.6).

**METHODS**

All animal experiments were carried out in accordance with the Freiburg University's and German national guidelines on the use of animals in research.
Two series of experiments were performed. In the first one, simultaneous intra- and extra-cellular recordings were performed to investigate the relationship between a single neuron’s membrane potential and the variations of activity in its surrounding network. In the second series, intra-cortical micro-stimulation through two bipolar electrodes, placed around the intra-cellularly recorded neuron, was used to study how paired stimuli, presented at different time delays, are integrated by the neuron.

**Surgery**

The experiments were performed on 25 Sprague-Dawley or Long-Evans rats (190 – 440 g body weight). Animals were initially anaesthetized with urethane (1.0 g per kg body weight, intraperitoneal), and given supplemental injections of ketamine-xylazine as needed (20 mg per kg and 2 mg per kg respectively, intraperitoneal). The animal's body temperature was maintained at 37 °C. The animal was placed in a stereotaxic instrument, and the skull exposed with a single incision. In some cases, when recordings were not stable or showed heartbeat or breathing artifacts, the cisterna magna was opened to relieve intracranial pressure. All animals continued to breathe without artificial respiration, and were suspended by a clamp at the base of the tail to minimize movements of the brain caused by breathing. For insertion of the recording and stimulating electrodes in the frontal cortex, a round opening of about 3-5 mm in diameter was made in the skull, with the center about 3-4 mm anterior to bregma and the same distance lateral to the midline.
Simultaneous intra- and extra-celullar recordings

Intra-cellular recordings were performed using sharp glass micropipettes, filled with 1 M potassium acetate. Electrode resistances ranged from 80–150 MΩ. Recordings were made with a bridge amplifier (SEC-05L, npi electronic, Germany) and low-pass filtered at 5 kHz. Extracellular recordings of neuronal activity were performed using tetrodes made of NiCr wires (10 µm diameter, Isabellenhütte, Germany), coated with Pt to achieve an electrode resistance of 500 kΩ. Extracellular signals were amplified 5000 times, bandpass filtered (1Hz-5kHz) and sampled at 50 kHz together with the intra-cellular signal using a Multi Channel System (MCS, Germany) data acquisition system. Four tetrodes were inserted about 0.5 to 1 mm deep into the cortex at the corners of a 550 µm-side square. The intracellular electrode was inserted in the center of this square, at about 400 µm from each tetrode. After insertion of both types of electrodes, the exposed cortex was covered with a low-melting-point paraffin wax to reduce brain pulsations. After digital filtering, spikes were detected on extracellular signals using a simple threshold criterion (Matlab, Mathworks Inc.). No attempt was made to achieve spike sorting as network activity could be estimated simply from the multi-unit activity.

Intra-cellular recordings with intra-cortical stimulation

Four stimulating electrodes (tapered tungsten wire) were inserted about 1 mm deep into the cortex. Their tips had fixed distances, being located on the corners of a rectangle measuring 1.0 x 0.14 mm. The intra-cellular recording electrode was inserted near the
center of this rectangle. For micro-stimulation we chose the two stimulating electrodes that most effectively (least stimulus current) elicited PSPs in the intra-cellularly recorded neuron. The remaining two were used as reference electrodes to achieve bipolar stimulation. Currents were delivered from stimulus isolation units (WPI, A360). Stimulus current amplitudes were adjusted such that a PSP elicited during a quiescent state reached a peak depolarizing amplitude of 1-3 mV. Across all experiments, the current amplitudes used were between 35 and 100 µA. Duration of current flow was 100 µs. Micro-stimulation was computer-controlled using LABVIEW (National Instruments). The membrane potential of the recorded neuron was analyzed on-line to detect transitions between ‘up’ and ‘down’ states. Two thresholds were used to detect the transitions: one for the down-to-up transitions at about 5 mV above the average ‘down’ state potential and one for the up-to-down transitions at about 10 mV below the average ‘up’ state potential. These transitions were used to trigger the stimuli, which were timed to occur either at a delay of 200 ms to stimulate during states (Figures 2 and 4), or at a delay of only 10 ms when stimulating during state-transitions (Figure 6). A series of stimuli consisted of single and paired stimuli with various delays: 0.2, 1.0, 5.0, 10.0, 20.0, 50.0 ms, with an inter-stimulus interval of 5 sec. We did not use perfectly synchronized stimuli with $\Delta t = 0$, to avoid possible non-linear effects due to activation of tissue located in-between both stimulating sites which would not respond to either stimulus alone, but possibly to a combination of both. With the time constants of excitatory synaptic currents in cortical neurons being in the range of milliseconds (Hestrin, 1993), we considered a delay of 200 µs between two consecutive stimuli as equivalent to 'synchronous'.
Detection of transitions between the two states was also used in the experiment shown in Figure 5. After a transition to the ‘down’ state, a DC current (0.2 to 0.5 nA) was injected to depolarize the membrane potential to the typical ‘up’ state value. Micro-stimulation during these periods of membrane depolarization was used to measure the effect of voltage change alone on PSP shape.

To measure membrane resistance and time constant, hyperpolarizing currents of 0.1 nA (100 ms) were injected every 250 ms during both ‘up’ and ‘down’ states (Fig. 3). Membrane resistance was estimated from the amplitude of the voltage response and membrane time constant from its decay time (first order exponential fit).

Histology and cell identification

According to physiological and/or histological criteria and the penetration depth of the electrode, cells recorded in this study were pyramidal cells from all cortical layers. Cell types were assessed using the electrophysiological measurement of spike duration: All cells used in this study produced spikes with half amplitude duration larger than 1.5 ms, corresponding to pyramidal neurons. Additionally, in several experiments, the intracellular electrode also contained 4% Neurobiotin (Vector Laboratories, Burlingame, CA, USA) for visualization and histological verification. In order to fill cells with neurobiotin, depolarizing current pulses (1 nA, 500 ms, 1 Hz) were passed through the electrode for 10 minutes at the end of the experiment. After a recording session, the animals were injected with a urethan overdose and then perfused intracardially with 500 ml
physiological saline followed by 500 ml of 4% paraformaldehyde in phosphate buffered saline. The brains were removed and stored in fixative solution overnight. Frontal sections (200 µm) were cut and processed for neurobiotin labeling (ABC Elite Kit, Vector Labs).

Data analysis

Neurons that had membrane potentials of –60 mV or more negative during the quiescent state and spikes with peak amplitudes more positive than 0 mV were included in the analysis.

SUMMATION IN ‘UP’ AND ‘DOWN’ STATES. Data were analyzed using Matlab (Mathworks Inc.). PSPs arriving during the quiescent or depolarized states were grouped according to state and stimulus pattern, and the averages and standard errors were calculated. Discrimination between quiescent (‘down’) and depolarized (‘up’) state was based on the mean and variance of the membrane potential distribution immediately preceding and following the PSPs. Responses to stimulation with each single electrode alone were grouped accordingly, and the data traces were used to calculate mean and standard error of the linear expectation of the response waveform. To this end they were systematically shifted over time relative to each other, corresponding to the temporal delays used in the experiment. Thus, for each of \( N \) pairs of single-electrode response-waveforms (responses to stimulation with electrode 1 = \( x_{1(1-N)} \) and with electrode 2 = \( x_{2(1-N)} \)), the algebraic sums \( x_{\text{al}} + x_{\text{al}}^{\Delta t} \) were calculated for each time delay (\( \Delta t \)). The
mean linear predictor ($\mathcal{X}_{1,2}^t$) for each delay ($\Delta t$) and the resulting standard error of the mean ($S_M^t$) were then calculated in the standard fashion.

SPIKE GENERATION PROBABILITY. We calculated the probability to obtain at least $n$ excess input spikes by chance within a certain time window, assuming 10,000 independent Poissonian inputs with a rate of 4.5 spikes/s each. (Statistical analysis of our recordings of spontaneous spiking activity during the ‘up’ state had revealed an average firing rate of 4.5 spikes/s over the recorded population of neurons ($n=30$), with close to exponential interval distributions (not shown).) During a time window of $\Delta t = 10$ ms, the average number of synaptic inputs received by such neuron is $N = 450$. The probability to get an excess of at least $n = 60$ inputs during $\Delta t$ was calculated by summing the probabilities to obtain the counts $N+n$, $N+n+1$, $N+n+2$, etc... for a Poissonian process with a mean count of $N$:

$$P = \sum_{i=N+n}^{\infty} \frac{N^i}{i!} e^{-N}$$

RESULTS

*Temporal relationship between network activity and membrane potential fluctuations*

Intracellular recordings were obtained from frontal cortex pyramidal neurons of anaesthetized rats. In a first series of experiments, simultaneous multi-unit activity was recorded from extracellular electrodes (tetrodes) placed in the close vicinity of the intracellular electrode ($< 400 \mu$m). This combination of intra- and extracellular electrodes
allows to determine the temporal relationship between the membrane potential fluctuations of a single pyramidal neuron and the spike activity in its surrounding network. In this study, six cells were recorded intracellularly together with network activity using this method. A typical simultaneous recording is presented in Figure 1A. The upper trace shows the typical membrane potential fluctuations with hyperpolarized, quiescent periods alternating with depolarized periods with large voltage fluctuations and spike activity. Neo-cortical pyramidal neurons are known to exhibit these membrane potential fluctuations – commonly referred to as ‘up’ and ‘down’ states (Steriade et al., 1993; Cowan and Wilson, 1994) – under urethane and Ketamine/Xylazine anaesthesia. Middle traces in Figure 1A show the spike times detected on the four tetrodes. Observe that multi-unit spikes occur in clusters, coinciding with the occurrence of the intracellular ‘up’ states; this is quantified by comparing the average extra-cellular firing rates while the intracellularly recorded neuron resided in the ‘down’ state (Figs. 1B-C, column 1) or in the ‘up’ state (Figs. 1B-C, column 2). Note also, however, that the spike packets visible by grouping spikes detected on all four tetrodes (Fig. 1A, lower trace) do not perfectly time-lock with the intracellular ‘up’ states. Their beginning can sometime succeed (Fig. 1A, instance α) or precede (Fig. 1A, instance β) the initiation of an intracellular ‘up’ state. A detailed examination of the synchronization between intracellular and extracellular patterns is presented later (Fig. 7). At this stage however, it can already be concluded that the intracellularly observed ‘up’ and ‘down’ membrane fluctuation states are to a large extent concomitant with periods of high and low activity in the surrounding network (see also Amzica and Steriade, 1995; Stern et al. 1997). This conclusion is in accordance with previous work, showing with dual intracellular
recordings that ‘up’ and ‘down’ states among cortical neurons are synchronized (Contreras and Steriade, 1995; Steriade et al., 1998).

The advantage of using several extracellular electrodes, instead of a second intracellular electrode, to detect activity in the surrounding network is that it allows for the simultaneous observation of a larger fraction of the network. In the example shown in Figure 1A, the overall extracellular firing rate among all four tetrodes is 164 spikes/s. Assuming that firing rates of individual frontal cortex neurons range between 0.5 and 20 spikes/s, the four tetrodes in this case recorded altogether from about 10 to 300 neurons. This provides enough spikes from the surrounding network to evaluate how its activity relates to the single neuron’s membrane potential fluctuations, not only to the large ‘down’ to ‘up’ and ‘up’ to ‘down’ state transitions, but also to the finer fluctuations within the ‘up’ state. To this end, we divided the membrane potential levels corresponding to the ‘up’ states into two equal sub-intervals, the lower and the upper halves (called intervals 3 and 4, respectively, in the distribution of membrane potential values shown in the right-hand part of Figure 1A). Accordingly, we determined the average firing rate of the observed fraction of the surrounding network while the neuron’s membrane potential resided within each of these sub-intervals. Figures 1B-C show that, on average, the network activity remained lower while the membrane potential was in the lower half of the ‘up’ state, and increased while the membrane potential dwelled in the upper half of the ‘up’ state (in the lower half, the network firing rate reached 90.5 ± 2.7 % of its average level during the ‘up’ state, and 109.4 ± 2.8 % in the upper half, n = 6; Fig. 1C).
In summary, these simultaneous intra- and extracellular recordings reveal that the pattern of membrane potential fluctuations exhibited by frontal cortex pyramidal neurons is closely related to modulations of the activity level in the surrounding network. ‘Down’ state regimes correspond to periods of a quasi-silent network, and are interrupted by epochs with intensive spiking events in the network, coinciding with ‘up’ state regimes. Moreover, as the strength of these network discharges increases, the membrane potential during ‘up’ states is, on average, more depolarized.

Stimulated inputs at different levels of network activity

In a second series of experiments we compared the effect of stimulated inputs on the membrane potential of an intracellularly recorded neuron, while it experienced different regimes of network activity (Fig. 2). Subthreshold depolarizing PSPs were elicited by electrically stimulating fibers (Nowak and Bullier, 1998a,b) at sites 500 µm (or less) from the recorded neuron. We used two bipolar stimulating electrodes placed about one millimeter deep into the cortex. Stimulation was applied during both the ‘down’ (Fig. 2B, left) and the ‘up’ states (Fig. 2B, right). In order to keep PSPs sub-threshold in all conditions, current strength was adjusted such that depolarizing PSPs in response to stimuli during the ‘down’ state had amplitudes of 1 to 3 mV typically. Due to the stationarity of the hyperpolarized membrane potential in the ‘down’ state, PSPs were clearly visible during each single trial. However, when the same stimulus was used to stimulate inputs during an ‘up’ state, the induced PSP remained mostly undetectable in the strong membrane potential fluctuations (Fig. 2B, right). Thus, an average over several trials was required to compare responses in these different regimes. We first compared
averaged PSPs induced during either ‘down’ or ‘up’ states (Fig. 2C, left), as these regimes corresponded to strongly contrasting network activity levels (Fig. 1). The resulting averaged PSP shapes showed two striking differences: both the amplitude of the PSP and its duration were markedly reduced in the ‘up’ state as compared to the ‘down’ state. Across all 30 cells recorded in this second series of experiments, the reduction of peak amplitude reached a factor of 2.8 ± 0.6, and the reduction of PSP duration at half amplitude amounted to a factor of 2.9 ± 0.8 (Fig. 2D). Note that the time to peak of PSPs was identical in the ‘up’ and ‘down’ states (7.7 ± 1.1 ms in the ‘down’ state, 7.6 ± 1.2 ms in the ‘up’ state, n = 30 cells) and, hence, only the difference in decay phase of PSPs contributed to the change of PSP duration.

As described above, the network activity during the ‘up’ state is not constant: as the network activity increases, the membrane potential during ‘up’ states is, on average, more depolarized (Fig. 1). To investigate the effect of the associated fluctuations of network activity on PSPs, we grouped together trials in which PSPs were induced during either of the two sub-regimes of the ‘up’ state (intervals 3 and 4 in Fig. 1), and compared the averaged PSP shapes for these two groups (Fig. 2C, right). PSPs occurring during the upper half of the ‘up’ state were smaller in amplitude by a factor of 1.5 ± 0.4, and shorter in duration by a factor of 1.4 ± 0.4 than PSPs occurring during the lower half (Fig. 2C, right, n = 30 cells). Taken together, these findings indicate that PSP size and duration are strongly modulated by the level of the membrane potential and/or by the associated level of ongoing activity in the surrounding network, with higher membrane potential (network activity) resulting in markedly smaller and shorter PSPs.
Cell parameters at different levels of network activity

Earlier findings in anaesthetized cats (Borg-Graham et al., 1998; Paré et al., 1998; Contreras et al., 1996) have shown that the cell’s input resistance ($R_{in}$) and time constant ($\tau$) are decreased during the ‘up’ state. This is likely due to the opening of large numbers of ligand-gated ion channels by incoming synaptic activity. On the basis of theoretical studies (Bernander et al., 1991; Rapp et al., 1992; Destexhe and Paré, 1999) it has been predicted that such changes of $R_{in}$ and $\tau$ would have a strong influence on the amplitude and duration of PSPs. To evaluate whether this mechanism would be in effect in our preparation, we quantified the input resistance under different levels of network activity. Thus, $R_{in}$ and $\tau$ were measured in both states by repetitively injecting small hyperpolarizing current steps (Fig. 3). On average, both $R_{in}$ and $\tau$ dropped by a factor of about two from the ‘down’ to the ‘up’ state ($R_{in}$: $1.87 \pm 0.39$, $\tau$: $2.21 \pm 0.36$; $n = 19$ cells; Fig. 3D). These results are in accordance with the earlier findings in cats. They suggest that a mechanism based on the modification of $R_{in}$ and $\tau$ by network activity can indeed contribute to the decrease in PSP amplitude and duration observed in our experiments.

Presence of inhibitory components in the evoked response

Another mechanism which could play a role in the decrease in amplitude and duration of the PSPs in the ‘up’ state is the presence of IPSPs in the evoked response to stimulation in the ‘up’ state. The reversal potential of IPSPs being close in voltage to the
membrane potential level attained in the ‘up’ state (indirect measurements from Cowan and Wilson, 1994), such inhibitory components are difficult to observe. Even if it is not clearly visible in the example shown in figure 2, we indeed found certain stimulation settings where inhibitory components were visible in the ‘up’ state response (see responses to paired stimuli with delays 5 and 10 ms in figure 4A).

**Input summation at different levels of network activity**

Input summation occurs when independently arriving PSPs overlap in time. Given that PSP duration varies with the level of network activity, it follows that the window for temporal integration of synaptic inputs should be resized accordingly. To test this hypothesis, we inserted two bipolar stimulating electrodes close to the intracellular recording electrode, one on each side, and compared how two packets of synaptic inputs elicited by these stimulating electrodes were summated during different regimes of network activity. Stimuli were first delivered from each of the two cortical sites individually, and then from both together, but with varying time delay (Δt), ranging from 0.2 ms to 50 ms, inbetween. Trials were separated by 5 sec. Typical examples of averaged traces of resulting compound PSPs are shown in Figure 4A (black traces) for the same neuron as in Figure 2. Stimulations occurring during ‘up’ and ‘down’ states were averaged separately to allow for a comparison between regimes with distinct levels of network activity. Red traces in Figure 4A correspond to linear predictors, computed by summating the appropriately time-shifted responses to the individual stimuli (see Methods). Among all cells recorded and analyzed (n = 30), the deviation from linearity
never exceeded 20% of the PSPs peak amplitudes (Fig. 4D). In particular, we found no systematic non-linear behavior for coincident inputs (i.e. Δt = 0.2 ms), neither in the ‘down’ state nor in the ‘up’ state. Moreover, the response to the first stimulus had no effect on the amplitude or the shape of the response to the second stimulus, thereby effectively limiting the time window of synaptic integration to the duration of the PSP. Figure 4B shows the peak amplitudes for all conditions shown in Figure 4A. This graph summarizes the three principal findings of the second series of experiments: (i) summation of PSPs in frontal cortex is essentially linear; (ii) the amplitude of the neurons’ response in the ‘up’ state is less than half of that in the ‘down’ state; (iii) the time window during which two PSPs summate is shortened by a factor of more than two from ‘down’ to ‘up’ state. Together with the results of Figures 1C and 2C, these findings indicate that the time window for synaptic integration is reduced in proportion to the level of background network activity.

Are PSPs shaped by network activity or by voltage-dependent mechanisms?

The regimes of intracellularly measured membrane potentials analyzed in our study (the ‘up’ and ‘down’ states, the upper and lower halves of the ‘up’ state) not only differ in their averaged somatic membrane potential levels, but also in the associated levels of network activity. Therefore, additional experiments were carried out to determine to what extent PSP shape modulations resulted from mechanisms depending on the membrane potential per se.

In a first approach, somatic current injection (0.2 to 0.5 nA) was used to raise the membrane potential during a ‘down’ state to the level of the ‘up’ state (Fig. 5A). We
found that stimulus-induced PSPs arriving during current injection had the shape of 'down' state PSPs, except for a 20% (± 6%, n = 10 cells) reduction in peak amplitude (Fig. 5B). The PSPs amplitude in the 'up' state was still 47 ± 5% (Fig. 5C, n = 10 cells) smaller. The comparison of these results indicates that non-voltage-dependent mechanisms significantly contribute to the amplitude reduction in the 'up' state. However, an important limitation of this approach resides in the difficulty to quantitatively assess the space-clamp quality of the recorded neuron. As the space-clamp of the neuron is likely to be restricted to the soma and its vicinity (Spruston et al., 1994), this experiment is particularly relevant for the fraction of the stimuli passed to the neuron through proximal synapses.

In a second approach to distinguish between purely voltage-dependent or network activity-dependent mechanisms, we stimulated synaptic inputs to arrive at identical membrane potential levels during the transitions between 'up' and 'down' states. As we will show later (Fig. 7), the two types of transitions (from 'down'-to-'up' and from 'up'-to-'down' states) are associated with different dynamics of network activity changes. As a consequence, at the time the somatic membrane potential reaches the mid-transition value – which is the same in both types of transition – the level of network activity during 'down' to 'up' transitions is significantly higher than during 'up' to 'down' transitions (cf. Fig. 7A). Hence, if stimulus-induced PSPs arriving in these two configurations would be identical, this would strongly argue in favor of purely voltage-dependent mechanisms. If, on the other hand, the stimulus-induced PSPs would be different, this would equally strongly argue against purely voltage-dependent mechanisms.
Thus, presynaptic fibers were stimulated during transitions between states. Two independent voltage thresholds were used to detect transitions and to trigger stimuli. Trigger levels and stimulus delays were adjusted such that the stimulus-induced PSP arrived at the time when the membrane potential value was halfway (mid-transition) between ‘down’ and ‘up’ states (Figs. 6A-B). Figure 6C illustrates the averaged response of a neuron to these stimulations during transitions. PSPs arriving at ‘down’-to-‘up’ (‘up’-to-‘down’) mid-transition – and, hence, during high (low) network activity – had the size and shape of the ‘up’ (‘down’) state PSPs (Fig. 6D). These results, in line with our earlier findings, support the hypothesis that PSPs are shaped by network activity, independent of somatic membrane potential.

To quantify the dynamic changes of network activity during the membrane potential state transitions, we re-analyzed the data from the simultaneous intra- and extracellular recordings described in Fig. 1. The detailed temporal relationship between intra- and extracellular activity dynamics was measured by calculating the histogram of extracellular spikes, triggered on the times of intracellular mid-transition. Figure 7A shows the comparison between averaged transition profiles of the neuron membrane potential and the concurrent changes of network activity for ‘down’-to-‘up’ (left) and ‘up’-to-‘down’ (right) transitions. Observe that the average network activity level at the time of mid-transition is clearly higher in the upward than in the downward transition (‘down’-to-‘up’: 81.4±2.7% of reference ‘up’ state level; ‘up’-to-‘down’: 26.7±9.2 %; n=6; Fig. 7A).

Taken together, the difference in size and duration of PSPs elicited at both types of mid-transitions and the difference in the concurrent network activity levels indicate
that the principal cause for PSP modulations is not simply a voltage-dependent mechanism, but rather likely one or several mechanisms depending on the network activity level.

**Synchronization of inputs and spike generation**

The mechanisms of PSP integration influence how the neuron is brought to produce a spike. With a temporal window for synaptic integration all the more shortened as the membrane potential is depolarized, a neuron is required to receive many inputs in the last 10 milliseconds (i.e. the reduced duration of PSPs during the “up”-state) preceding spike onset to be able to reach its spike threshold. To quantify the time course of depolarization leading to the action potential, we computed spike triggered averages of the membrane potential trajectories around the time of spike generation (Fig. 8). Note that one PSP-duration, i.e. 10 ms, before spike onset (cf. legend of Figure 8 for definition of spike onset), the membrane potential is on average still almost 5 mV below spike threshold, rising in-between with a steadily increasing slope (Fig. 8C). The narrow width of the distribution of membrane potential trajectories for all spikes in the recording (Fig. 8D) indicates that this sharp increase is not just a property of the average (Fig. 8C), but a property of each individual spike (Fig. 8B). For the whole sample of cells analyzed in this study (n = 30), the average difference between membrane voltage at 10 ms prior to spike onset and at spike threshold was 4.7 mV (± 0.5 mV). Similar transient depolarization leading to action potential firing have been reported for neurons in cat visual cortex *in vivo* (Azouz and Gray, 1999). Such a short-lasting step of depolarization suggests that
considerable synchronization among inputs is required to bring the neuron to fire a spike (see discussion).

**DISCUSSION**

We have explored here how background network activity *in vivo* influences the integration properties of cortical neurons. Our results enable us to draw three main conclusions: (1) Integration of separate inputs in frontal cortex neurons is linear, independent of synaptic delays and level of background activity. As a result, the time window for synaptic integration in cortical neurons *in vivo* is, in fact, limited by the duration of the PSPs, as had been suggested on theoretical grounds (Abeles, 1982; König et al., 1996; Diesmann et al., 1999). (2) Both the duration and amplitude of PSPs are modulated by the level of background activity. Both are reduced by more than half during periods of high network activity (the ‘up’-state) as compared to silent periods (the ‘down’ state). Smaller changes in network activity within the ‘up’ state exert a similar, but accordingly reduced effect on PSPs. (3) The reduction of PSP size and duration is consistent with the concomitant drop in input resistance and time constant caused by ongoing network activity (Fig. 3C). There are, however, other possible mechanisms which could affect PSP shapes in a similar way. Next, we will discuss these mechanisms and their possible contribution to PSP shape modulation.

*Mechanisms for modulation of PSP shape*

The reduction of PSP size and duration in the ‘up’ state could in part be determined by purely voltage-dependent mechanisms:
(i) The reduction in driving force. The membrane potential in the ‘up’ state is on average ~20 mV more depolarized than in the ‘down’ state, thereby reducing the driving force for excitatory currents and, hence, decreasing their amplitude. This reduction in driving force alone, however, only accounts for at most ~25% reduction of PSP amplitude (assuming a reversal potential for excitatory conductances close to 0 mV), and does not affect the duration of PSPs.

(ii) Directly stimulated inhibition. Intracortical micro-stimulation activates inhibitory as well as excitatory synaptic inputs to the intracellularly recorded neuron. Resulting PSPs can, thus, carry inhibitory components. Given that the reversal potential of GABA_A mediated inhibition is in between the average voltage levels of the ‘up’ and ‘down’ states (indirect measurements from Cowan and Wilson, 1994), synchronous inhibitory input would tend to increase PSP amplitude in the ‘down’ state, but decrease it in the ‘up’ state.

(iii) Voltage-gated (rectifying) currents. Voltage-gated outward rectifying potassium currents activated by depolarization act to counterbalance further depolarization (Foehring and Surmeier, 1993; Martina et al., 1998). Hyperpolarization-activated (I_h) channels could act similarly: the deactivation of an I_h current by synaptic depolarization produces effectively a hyperpolarizing current during the ‘up’ state, which could reduce PSP amplitude and duration (Nicoll et al., 1993; Magee, 1999).

Each of these three voltage-dependent mechanisms could, in principle, contribute to the observed reduction of PSPs in the ‘up’ state. However, the results of our experiments,
especially those described in Figs. 5 to 7, indicate that they are not the principal cause for
the PSP modulations we observed. Instead, our results point toward one or several
mechanisms depending on the network activity level as being responsible for the
observed modulation of PSP-shape:

(i) Modulation of the cell’s input resistance ($R_{in}$) and time constant ($\tau$). Our
finding that, on average, both $R_{in}$ and $\tau$ dropped by a factor of close to two
from the ‘down’ to the ‘up’ state (Fig. 3) indicates that the reduction of $R_{in}$
with increased network activity accounts for most of the more than two-
fold decrease in PSP amplitude and duration.

(ii) Indirectly stimulated inhibition. Excitatory fibers activated by the
intracortical micro-stimulation are likely to elicit excitatory postsynaptic
potentials (EPSPs), not only in the intracellularly recorded pyramidal
neuron, but in nearby inhibitory inter-neurons as well. ‘Up’ and ‘down’
states correspond to periods of high and low activity not only in pyramidal
cells but also in inhibitory inter-neurons. These inter-neurons are more
sensitive to stimulation in the ‘up’ state than in the ‘down’ state (Shu et al.
2003) (as they are more depolarized and hence, more easily activated due
to their electrical compactness), resulting in a more pronounced activation
of the local inhibitory network in response to stimulation during the ‘up’
state. With many of these inter-neurons likely to be connected to the
intracellularly recorded neuron, this stronger activation of the local
inhibitory network may introduce an inhibitory component to the
stimulated inputs which is selectively more activated during ‘up’ states
than during ‘down’ states, thereby contributing to the decrease in PSP amplitude and duration during periods of increased network activity. A related mechanism based on inter-neurons serving as relays to convey inhibition has recently been shown to shorten the temporal window for synaptic integration of hippocampal pyramidal neurons stimulated through their Schaffer collaterals (Pouille and Scanziani, 2001).

(iii) Synaptic depression. During the ‘up’ state, the inputs to the recorded neuron are spontaneously active and could, thus, be affected by synaptic depression which would cause a decrease in PSP amplitude (Abbott et al., 1997). However, synaptic depression cannot account for the observed reduction in PSP duration.

(iv) Refractoriness of stimulated fibers. Some of the neurons activated by stimulation during the ‘down’ state may participate in the on-going activity during the ‘up’ state and may, thus, not be able to respond to the stimulus because of refractoriness. However, considering, that frontal cortex neurons have a typical average firing rate between 1 and 10 spikes/s (the firing rate in the ‘up’ state, averaged over all neurons included in this study, was 4.5 spikes/s, n = 30), and assuming a refractory period less than or equal to 10 ms for axons, a maximum of only 1 to 10 % of the fibers spiking in response to the stimulus in the ‘down’ state would be refractory in the ‘up’ state. Thus, refractoriness would, only slightly decrease PSP amplitude and would, again, not affect PSP duration.
On the basis of the considerations given above, we propose that the main causes for the observed modulation of PSP shape reside in the network activity-dependent modulation of the cell’s input resistance and the strong likely contribution of indirectly stimulated inhibition.

**Linearity of input summation**

Studies of synaptic summation performed in various *in vitro* preparations find both complex non-linear (Yoshimura et al., 2000; Nettleton and Spain, 2000; Schiller et al., 2000; E. Comes, V. Rodriguez, J.F. Léger, T. Wachtler, A. Aertsen, and D. Heck (2001). Soc.Neurosci. Abstr. 31, 501.6) and linear (Cash and Yuste, 1998; Cash and Yuste, 1999) integration. These seemingly contradictory findings may well reflect specific differences between brain areas – e.g. cortex (non-linear) (Yoshimura et al., 2000; Nettleton and Spain, 2000; Schiller et al., 2000) vs. hippocampus (linear) (Cash and Yuste, 1999) – or types of *in vitro* preparations – acute slice (non-linear) (Yoshimura et al., 2000; Nettleton and Spain, 2000; Schiller et al., 2000) vs. cell culture (linear) (Cash and Yuste, 1998). They can also reflect specific mechanisms associated with the particular spatial configuration of the stimulations, as was shown with clustered inputs to cortical neurons’ basal dendrites (Schiller et al., 2000). Such site dependent mechanisms could not be investigated here as our mode of stimulation did not allow for such spatially controlled activation of synapses. Our results are consistent with other *in vivo* work showing that the summation of visually evoked inputs to neurons in cat visual cortex is linear (Jagadeesh et al., 1993).
Synchronization of inputs and spike generation

The strong influence of ongoing network activity on the size and shape of PSPs has a profound influence on the degree of input synchronization needed to elicit postsynaptic spikes. Based on our data we can estimate the precision of input synchronization needed to elicit a response spike. In the presence of ongoing activity (i.e. during the ‘up’ state), the neuron’s integration time window for synaptic input is at most 10 ms, the duration of the average PSP (Fig. 4B). Our analysis of the voltage trajectories preceding action potentials revealed that one PSP-duration, i.e. 10 ms, before spike onset the membrane potential was, on average, still almost 5 mV below spike threshold (Figure 8). Adopting an average amplitude of single cortical EPSPs of 0.1 mV (Matsumura et al., 1996; i.e. 1/5-1/10 of our compound PSPs) and assuming that synaptic transmission failures and amplitude variability of EPSPs are not correlated across input synapses, we would need an excess of at least 60 unit EPSPs arriving within 10 ms to account for such sharp increase in pre-spike membrane potential. Assuming that the neuron receives 10,000 uncorrelated Poisson-distributed excitatory inputs, each firing on average at 4.5 spikes/s (the firing rate in the ‘up’ state, averaged over all neurons included in this study, n = 30), the probability to obtain such excess number of EPSPs within 10 ms by chance amounts to $P = 0.003$ at most (cf. Methods). It can be shown that this probability is far too small to explain the observed firing rate of the recorded neuron (3.45 spikes/s). Hence, we conclude that spiking activity in the cortical network is to a large extent governed by coordinated synchronous presynaptic activity (Abeles, 1991; Stern et al., 1997; Destexhe and Paré, 1999; Azouz and Gray, 2000).
In a recent modeling study we showed that under physiological conditions, feedforward connected pools of 50-100 neurons can sustain stable transmission of precisely (± 1-3 ms) synchronous spiking activity in a spontaneously active neocortical network (Diesmann et al., 1999). Our experimental findings support these theoretical predictions by showing that the same number of synchronized inputs is both sufficient and necessary to reliably drive single cortical neurons to spike at the observed rate in the presence of ongoing network activity.

Modulation of network activity within active epochs

The cortical network is not always in a state of spontaneous, i.e. more or less stationary, activity. In fact, considerable modulations in the level of network activity have been observed during task performance (Fetz, 1992) and during periods of sustained attention (Steinmetz et al., 2000). According to the mechanism described in our study, we expect such modulations in network activity to cause substantial modulations in input resistance of individual neurons and, hence, associated modulations in PSP-amplitudes and integration time windows. Partial evidence for such effects comes from intracellular recordings in cat visual cortex in vivo (Azouz and Gray, 1999; Lampl et al., 1999). A comparison between the time courses of depolarization leading to action potential firing during spontaneous activity and during stimulus evoked activity (Azouz and Gray, 1999) revealed that the duration of the rising phase preceding spike onset (the equivalent of the green voltage trajectories in our Figures 8B-C) decreased as the input frequency to the cell increased (cf. Figure 9 in Azouz and Gray, 1999). Thus, during periods of evoked activity associated with high levels of background activity, the integration of the
depolarizing events triggering spikes was restricted to a shorter time interval. We interpret this result as confirming our finding that increasing network activity shortens the neuronal integration time window. Further evidence comes from the differences in membrane potential fluctuations of simultaneously recorded neurons in primary visual cortex during spontaneous and stimulus-evoked activity (Lampl et al., 1999). Under spontaneous conditions, the membrane potentials of neurons recorded in close proximity (within 500 µm) exhibited highly correlated fluctuations, with a broad peak in the center of the cross-correlogram. During visual stimulation, when the neurons received vigorous synaptic inputs, the peak in the correlogram narrowed significantly (see Figure 8D of Lampl et al., 1999). On the basis of our data, we propose that the narrowing of the correlogram peak reflects the shortening of the post-synaptic potentials, i.e. of the neurons’ integration time window, with increased network activity.

In conclusion, the influence of network activity on synaptic integration described in our study has two important functional consequences. First, it forces the network to provide its neurons with synaptic inputs that have a degree of synchrony exceeding a minimum “above chance” level. Second, it provides the network with a powerful mechanism to selectively detect and use patterns of synchronously active neurons. By acting as an adaptive filter, with time constants adjusted by the background activity level, it leaves only highly synchronized input patterns effective. Thus, our experimental results add to the accumulating evidence that precisely coordinated timing of spikes plays an important role in neocortical processing and computation.
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**Figure legends:**

FIG. 1. Extracellularly measured network activity increases coherently during periods associated with depolarized membrane potential of intracellularly recorded neurons. *A*: Example of simultaneous intracellular recording of a neuron together with several other neurons recorded extracellularly with four tetrodes inserted in close vicinity (<400 µm). *Top*: 10 seconds of intracellular recording of a neo-cortical pyramidal neuron. *Middle*: Four traces of simultaneous multi-unit activity recorded by the four tetrodes. Each bar marks the time of occurrence of a spike detected with one of the tetrodes. *Bottom*: Estimated network spike activity rate, computed by replacing each extracellular spike in the middle traces by a centered square pulse of amplitude one and duration of 100 ms. Note that the extracellularly recorded neurons alternate between periods of high and low activity, in phase with the ‘up’ and ‘down’ states of the intracellularly recorded neuron. Intra- and extracellular fluctuations are, however, imperfectly synchronized as the extracellular packet of activity arrives sometimes later (instance α) or earlier (instance β) than the beginning of an intracellular ‘up’ state. *Right*: amplitude probability distribution of the 10 seconds of intracellular membrane potential shown on the *left*. The bimodality of this distribution reflects the ‘up’ and ‘down’ states. Four membrane potential intervals are defined to compare periods when the intracellularly recorded neuron resides in a ‘down’ state (1), an ‘up’ state (2), or in the lower half (3) or upper half (4) of the ‘up’ state. Widths of intervals 2, 3, 4 are always fixed at 8 mV, 4 mV and 4mV, respectively, to allow for comparison between different cells. *B*: Bar plot of the average extracellular firing rate when the membrane potential of the intracellularly recorded neuron shown in *A*
resides in the intervals 1, 2, 3 or 4. Firing rates are normalized to the average firing rate in the ‘up’ state (interval 2). Error bars show the standard error of the mean (s.e.m.) for ten successive evaluations of the firing rates, made on 100 seconds-long measurements of spontaneous activity. C: Measurements presented in B were repeated and averaged for all intracellularly recorded cells in this first series of experiments (n = 6). Error bars show s.e.m. for these 6 experiments.
FIG. 2. The shape of PSPs strongly depends on the state and depolarization level of the neuron at the time of stimulation. A: Left: Ten seconds of spontaneous activity from an intracellularly recorded neo-cortical pyramidal neuron. Right: amplitude probability distribution of the intracellular membrane potential shown on the left. Intervals 1, 2, 3 and 4 as defined in Figure 1A. B: Effect of a single electrical stimulus during a ‘down’ state (left) and an ‘up’ state (right) period (stimulus artifacts marked by asterisks). Stimulus-induced post-synaptic responses are marked by arrowheads. C: Comparison between averaged post-synaptic responses to stimuli elicited during ‘down’ states (1) and ‘up’ states (2) (Left, n = 60 repetitions each), and during the lower (3) and the upper (4) halves of the ‘up’ states (Right, n = 25 repetitions each). Vertical bars along the averaged PSPs traces indicate the s.e.m.. D: Peak amplitude of the averaged PSPs as a function of their width at half amplitude for all 30 recorded pyramidal cells. The filled circles and the open squares indicate PSPs elicited during ‘down’ and ‘up’ states, respectively. The two large crosses indicate the mean positions of ‘up’ and ‘down’ state distributions. The two arrows point at the values obtained for the cell shown in A-C. Inset: definition of the peak amplitude (A) and width at half amplitude (W) of PSPs.
FIG. 3. Neuronal input resistance $R_{in}$ and time constant $\tau$ as a function of membrane potential state. 

A: Hyperpolarizing current pulses of 0.1 nA and 100 ms duration (bottom) were injected into the neuron every 250 ms. Voltage deflections (top) recorded during ‘up’ and ‘down’ states were analyzed separately. 

B: Average voltage response recorded during ‘down’ (left) and ‘up’ (right) states for the neuron shown in Figure 2. Black and gray traces represent mean and s.e.m., respectively (n = 100 pulses). Dashed traces show first order exponential fits. 

C: During ‘down’ and ‘up’ states, input resistance $R_{in}$ (left) was estimated from the amplitude of the voltage response shown in B, and time constant $\tau$ (right) from its decay time. The bar graph in C presents the results for $R_{in}$ and $\tau$ obtained for the neuron shown in Figure 2. Error bars mark 95% confidence interval. 

D: Scatter plot of the time constant versus input resistance measured for all 19 cells used for the cell parameter analysis. Filled circles and the open squares indicate $R_{in}$ and $\tau$ measured during ‘down’ and ‘up’ states, respectively. The two large crosses indicate mean values of the ‘up’ and ‘down’ state distributions (‘Down’ state: $R_{in} = 56.9$ M$\Omega \pm 6.2$ s.e.m., $\tau = 10.7$ ms $\pm 0.7$ s.e.m.; ‘Up’ state: $R_{in} = 30.4$ M$\Omega \pm 3.0$ s.e.m., $\tau = 4.9$ ms $\pm 0.5$ s.e.m.; n = 19 cells). The two arrows point at the values obtained for the cell shown in Figure 2 and Figure 3A-C.
FIG. 4. Summation of PSPs is linear in both ‘up’ and ‘down’ states. A: The stimulus protocol consisted of a set of 8 different stimuli presented at intervals of 5 seconds. First row from top: (Stim. 1) stimulation at site 1, second row (Stim. 2): stimulation at site 2. Third and fourth rows, black and gray traces: Sub-threshold responses to stimulation at each individual site (black = mean, gray = s.e.m., n = 60 repetitions) during the ‘up’ and ‘down’ states. Black and red traces represent the average measured response (black) to paired stimulation and the linear predictor (red) calculated from the responses to the individual stimuli. The slight hyperpolarization (black) sometimes seen in response to the stimulus in the ‘up’ state (responses to paired stimuli with delays 5 and 10 ms in the example shown here) could be due to an inhibitory component of the neuronal response (see Discussion). B: Peak amplitude of responses, presented in A, as a function of stimulus delay, both in the ‘up’ and ‘down’ states. Black = measured, red = linear predictor. (Error bars mark s.e.m.). C: Same data as in B, but normalized to the peak amplitude response obtained at stimulus delay of 0.2 ms. Note the reduction of the window for effective summation in the ‘up’ state compared to the ‘down’ state. Data shown in this figure were obtained from the same neuron as in Figure 2. D: Averaged peak amplitudes of responses as a function of stimulus delay for all the 30 cells used in this analysis. To allow for comparison between all cells, data are systematically normalized to the peak amplitude of the largest stimulus response obtained in the ‘down’ state. Gray bars: measured amplitudes in the ‘down’ states; black bars: measured amplitudes in the ‘up’ states; pink bars: linear predictor in the ‘down’ state; red bars: linear predictor in the ‘up’ state. Stim.1 and Stim.2 are the average responses elicited by each stimulus alone (Error bars mark s.e.m., n = 30 cells).
FIG. 5. Influence of membrane potential level on PSP-shape. A: Using one stimulating electrode, PSPs were elicited during ‘down’ states (1), during ‘up’ states (2) and, finally, during ‘down’ states in which the neuron was depolarized by somatic injection of a DC current, raising the membrane potential to a typical ‘up’ state value (3). The horizontal arrow marks the period of DC current injection. B: Comparison between the averaged traces of PSPs in these three conditions (n = 50 repetitions in each condition). Raising the membrane potential to ‘up’-state values during the ‘down’ state decreased PSP amplitudes by about 20%, as expected due to the reduced driving force, but did not reduce PSP duration. C: Mean response peak amplitudes (top) and half amplitude width (bottom) averaged across all cells tested in these 3 configurations (Error bars mark s.e.m., n = 10 cells).
FIG. 6. The characteristics of PSPs elicited during ‘up’ or ‘down’ states are similar to those of PSPs elicited during the transitions toward these states. A: Triggered on transitions between states detected on-line using the two indicated thresholds (see Methods), stimuli were delivered in relation to (see B) the times of mid-transitions (stimulus artifacts marked by asterisks). Times of occurrence of stimulus-induced postsynaptic responses are marked by arrowheads. B: Expanded view of the two superimposed examples of transitions shown in A, aligned on stimulus presentation time. The stimuli were delivered such that the PSPs had their maximum at the times when transitions reached their midway membrane potential level (oblique dashed lines crossing each other at the potential level marked by the horizontal dashed line). C: The averaged traces of PSPs elicited during ‘falling’ transitions from ‘up’ to ‘down’ states (n = 60) and ‘rising’ transitions from ‘down’ to ‘up’ states (n = 60) are shown after a detrending procedure, which consisted in subtracting the respective averaged transition profiles. During a falling transition, PSPs are comparable to those obtained during the ‘down’ state. By contrast, during a rising transition, PSPs are comparable to those obtained during the ‘up’ state. Data shown in Figure 6A-C were obtained from the same neuron as in Figures 2 and 4. D: Mean response peak amplitudes (left) and half amplitude width (right) averaged across all the cells tested during the transitions between states (Error bars mark s.e.m., n = 10 cells).
FIG. 7. The level of network activity is higher at a ‘down’-to-‘up’ mid-transition than at the same membrane potential during an ‘up’-to-‘down’ transition. A: Average membrane potential of an intracellularly recorded neuron during transition from ‘down’-to-‘up’ states (top left) and from ‘up’-to-‘down’ states (top right), together with the histograms of simultaneous occurrences of spikes recorded extracellularly from four tetrodes in the vicinity (bottom left and right, cf. Fig. 1). The presented profiles correspond to averages of 267 (left) and 265 (right) transitions extracted from a 250 seconds long recording. Histogram bars show extracellular average spike counts over 10 ms bins. At the intracellular ‘down’-to-‘up’ mid-transition (horizontal dashed line), the network activity in the example shown has on average already attained 78.3% of its value at 200 ms after the transition (the ‘up’ state reference value at the time chosen to apply the stimuli in the ‘up’ states in Figures 2 and 4). By contrast, when the averaged ‘up’-to-‘down’ state transition reaches the same membrane potential value, the network activity has already fallen to only 23.3% of the ‘up’ state reference value. Therefore, at midway of the ‘down’-to-‘up’ and ‘up’-to-‘down’ transitions, the intracellularly recorded neuron has on average the same membrane potential but experiences strongly different levels of input activity. B: Four seconds of simultaneous intra- and extracellular recordings of the group of neurons used to plot the averaged transition profiles shown in A. Bottom: Membrane potential of the intracellularly recorded neuron. Middle: Trace representing the spike rate of the intracellularly recorded neuron. Top: Trace representing the overall spike rate of all simultaneously recorded neurons from the four tetrodes. Spike rates were computed as described in the Caption of Figure 1.
FIG. 8. Time course of depolarization leading to action potentials. A: Illustration of the method used for calculating action potential threshold. The membrane potential $V$ (top) and its first order derivative $dV/dt$ (bottom) are shown for one second of spontaneous activity. The threshold for action potential generation (red dot) was marked every time the derivative of the membrane potential first reached a value higher than the maximum value found during intervals between spikes. The membrane potential during the 10 ms preceding spike onset (i.e. threshold value) is marked in green. B: An expanded view of the window marked in gray in A. C: Spike triggered average of membrane potential for all the action potentials recorded during one minute of spontaneous activity of the neuron presented in Figures 2 and 4 (n = 207 spikes, firing rate = 3.45 spikes/s). All traces are aligned on spike onset, i.e. threshold crossing (red dot). In the example shown, the membrane potential was on average 4.9 mV ($\pm$ 1.3 mV) below threshold at 10 ms prior to spike onset. D: Probability density (probability per mV as indicated in color scale) of all 207 membrane potential trajectories during 10 ms preceding spike onset for this neuron. (continuous line: average trajectory (cf. Fig. 8C); dashed lines: average $\pm$ standard deviation of ensemble of trajectories).
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