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ABSTRACT

The purpose of the study was to determine the practice-induced adjustments in the motor-output variability and the agonist-antagonist activity that accompanied improvements in end-point accuracy of goal-directed isometric contractions in young and old adults. Young and old adults performed 100 trials that involved accurately matching the peak of a force trajectory (25% maximum) to a target force in 150 ms. End-point accuracy was quantified as the absolute difference between the target and the peak force and time to peak force. Motor-output variability was expressed as the SDs of the force trajectory, peak force, and time to peak force. The force and time errors differed between the two groups initially, but after 35 practice trials the errors were similar for the two groups. Reductions in force end-point error were predicted by decreases in the variability of the force trajectory for both groups, adaptations in the agonist (first dorsal interosseus) and antagonist (second palmar interosseus) EMG for young adults, and adaptations only for the agonist EMG for old adults. Reductions in time end-point error were predicted by increases in the SD of time to peak force and a longer delay to the peak EMG of the antagonist muscle for young adults, but by decreases in the SDs of time to peak force and force trajectory and a shorter delay to the peak EMG of the antagonist muscle for the old adults. The findings indicate that the neural adjustments underlying the improvement in end-point accuracy with practice differed for young and old adults.
Practice of goal-directed contractions can improve the accuracy of novel motor
tasks (Woodworth 1899), whether the task involves isometric contractions (Floyer-Lea
and Matthews 2005) or movements (Corcos et al. 1993; Darling and Cooke 1987a;
Gottlieb et al. 1988; Muller and Sternad 2004). The greatest improvements in accuracy
occur at the beginning of practice and are associated with changes in activity within
higher centers (Floyer-Lea and Matthews 2005; Hikosaka et al. 2002; Ungerleider et al.
2002).

The neuromuscular mechanisms responsible for the initial improvements in
accuracy with practice may differ for young and old adults. Young adults appear to
improve accuracy initially by adjusting the amplitude and timing of the agonist and
antagonist muscle activity (Corcos et al. 1990; Corcos et al. 1989; Ghez and Gordon
1987; Gordon and Ghez 1987a, b; Gottlieb et al. 1992). Variation in the magnitude of the
agonist activity seems to impair peak force accuracy, whereas variation in the duration of
the agonist muscle activity and the magnitude of the antagonist muscle activity produce
errors in the time to peak force (Ghez and Gordon 1987; Gordon and Ghez 1987a, b). In
contrast, the initial neuromuscular adaptations exhibited by old adults may be related to
heightened levels of motor-output variability (Christou et al. 2003; Enoka et al. 2003;
Sosnoff et al. 2004; Vaillancourt et al. 2004) and coactivation of the agonist and
antagonist muscles (Burnett et al. 2000; Laidlaw et al. 2002; Spiegel et al. 1996). There
is evidence that old adults increase coactivation to attenuate fluctuations in the movement
trajectory (Seidler-Dobrin et al. 1998), which can disrupt the requisite ratio and timing of
activation between the agonist and antagonist muscles during goal-directed contractions
(Darling et al. 1989).
Numerous experimental studies have demonstrated that motor-output variability decreases with practice of goal-directed isometric contractions (Floyer-Lea and Matthews 2005; Gordon and Ghez 1987a) and movements (Darling and Cooke 1987b; Muller and Sternad 2004). Although the minimum-variance hypothesis (Harris and Wolpert 1998) suggests that less noisy (variable) trajectories are associated with less end-point variance and consequently greater accuracy, variability in muscle activation can increase as contractions become more accurate and less variable (Darling and Cooke 1987b; Osu et al. 2004).

The relative contribution of the reduction in motor-output variability to the initial improvement in end-point accuracy of young and old adults is unclear (Muller and Sternad 2004). Some of this uncertainty can be attributed to the study of tasks in young (Corcos et al. 1990; Corcos et al. 1989; Ghez and Gordon 1987; Gordon and Ghez 1984, 1987a, b; Gottlieb et al. 1992) and old adults (Darling et al. 1989; Seidler-Dobrin et al. 1998) that involve multiple agonist and antagonist muscles, which can make it difficult to identify the activation patterns that are responsible for end-point accuracy and motor-output variability. In the current study, the experimental model was abduction of the index finger, which is controlled predominantly by single agonist (first dorsal interosseus) and antagonist (second palmar interosseus) muscles (Chao et al. 1989; Li et al. 2003). The purpose of the study was to determine the practice-induced adjustments in motor-output variability and the agonist-antagonist activity that accompanied improvements in end-point accuracy of goal-directed isometric contractions in young and old adults. Motor-output variability was quantified as the variability in force trajectory, peak force, and time to peak force, whereas end-point accuracy was expressed as the
absolute error from the targeted force and time coordinates. Preliminary data have been 
presented previously in abstract form (Christou et al. 2005).

METHODS

Fourteen young adults (7 men; 24.0 ± 2.1 years) and 14 old adults (7 men; 72.1 ± 3.7 years) volunteered to participate in the study. All subjects reported being healthy 
without any known neurological problems and were right-handed (Edinburgh 
Handedness Inventory; Oldfield 1971). Subjects provided written informed consent prior 
to participating in the study and the Human Research Committee at the University of 
Colorado in Boulder approved the procedures of the study.

Experimental arrangement

Each subject was seated and faced a 17-inch monitor that was located 1 m away at 
eye level. All subjects affirmed that they could clearly see the information provided on 
the monitor. The left arm was abducted by 45° and the left elbow was flexed to 90°. The 
left forearm and hand were maintained in a prone position on a wooden table (Taylor et al. 
2003). The forearm and wrist were immobilized by Velcro straps that restrained the 
subject from exerting a force on the transducer with the elbow flexor muscles. Metal 
plates were used to restrain the thumb, middle, ring, and fifth fingers of the left hand and 
there was approximately a right angle between the left index finger and thumb. Only the 
left index finger was free to move and push against the force transducer. The left index 
finger was placed in a modified finger orthosis to maintain extension of the middle and 
distal interphalangeal joints. The left hand was used in this study because there is 
evidence to suggest that subjects learn a task more slowly with the non-dominant hand 
(Sainburg 2002).
**Force measurement**

With the index finger abducted ~5° at the metacarpophalangeal joint, the abduction force exerted by the index finger was measured with a force transducer (Model 41, Sensotec) that was aligned with the proximal interphalangeal joint. To maximize the force in the abduction direction and to minimize the involvement of other muscles, subjects pushed against the rigid surface via a low-friction contact point. This was accomplished by mounting a 0.5 cm diameter thimble (semi-sphere) on the orthosis. Unless subjects exerted a force perpendicular to the contact point (abduction), the thimble would slip from the rigid surface (Valero-Cuevas 2000). The force was digitized at 1000 samples/s with a data-acquisition interface power 1401 (Cambridge Electronic Design, Cambridge, UK) and stored on a personal computer.

**EMG measurement**

Abduction of the index finger is produced almost exclusively by the first dorsal interosseus (FDI) muscle (Chao et al. 1989; Li et al. 2003) and the primary antagonist is second palmar interosseus (SPI) muscle. The EMG activity of these two muscles was measured with intramuscular bipolar electrodes that were inserted percutaneously into each muscle. Each electrode comprised two stainless steel wires (50-μm diameter) that were insulated with Formvar (California Fine Wire Company, Grover Beach, CA). The electrodes were inserted into the belly of each muscle using a 30-gauge hypodermic needle. After the insertion of the electrodes, the needle was removed and the wires remained in the muscle belly for the duration of the experiment. Reference electrodes were placed on the styloid process of the ulna for the FDI and on the dorsal surface of the 5th metacarpophalangeal joint for the SPI. The EMG signals were amplified (x 1000-
EMG of both muscles was sampled at 10k samples/s with a data-acquisition interface power 1401 (Cambridge Electronic Design, Cambridge, UK) and stored on a personal computer.

**Experimental procedures**

Subjects visited the laboratory for one experimental session that lasted approximately two hours. At the beginning of the session, subjects completed several questionnaires and were familiarized with the experimental procedures. The familiarization included demonstration of the submaximal goal-directed contractions and explanation of the feedback provided on the monitor. After the familiarization, each subject performed the following procedures: 1) Maximal voluntary contractions (MVC) with the FDI (abduction of the index finger) and SPI (adduction of the index finger) muscles; 2) 100 submaximal goal-directed isometric contractions (5 blocks x 20 contractions); 3) A repeat of the MVC trials with the FDI and SPI muscles to assess the level of fatigue.

MVC TASK. Subjects were instructed to exert maximal abduction (FDI) and adduction (SPI) forces with the index finger in the shortest time possible. The maximal force achieved in 150 ms was used to determine the target force for the goal-directed isometric contractions. Prior to each MVC, subjects were required to maintain a constant abduction force equal to 0.05 N (~1.5% of the MVC force) for 3-5 s. The MVC task began when force was equal to 0.1 N (~3% of the MVC). Three to five trials were recorded for each muscle, with approximately 60-s rest between trials. Based on the force-time profiles, the peak force during the contraction and the maximal force achieved
during the first 150 ms were recorded. The target force for the goal-directed task corresponded to 25% of the force achieved in the first 150 ms of the MVC task. The EMGs for FDI and SPI were normalized to the peak EMG levels recorded during the MVC task.

END-POINT ACCURACY TASK. The task was to match the peak of the abduction force exerted by the index finger to a target that comprised a thick black line on a white background. The target line was displayed on the bottom half (15 x 30 cm) of the computer monitor (Figure 1A). The end-point of the line had the target coordinates of 150 ms (time target) and 25% of the 150-ms MVC force (force target). The size of the target (0.1 cm²) remained constant. Subjects were instructed to match the end-point of a force trajectory (peak force) to the end-point of the line (force and time target).

Prior to each trial of the goal-directed task, subjects were required to maintain a constant abduction force equal to 1.5% of the MVC force for 3-5 s. The target for the baseline contraction was presented to the subjects in the top-half of the monitor as a thin black line and the subject’s abduction force was shown as a green line. Subjects were instructed to perform the end-point accuracy task at their convenience (no reaction was required) after the cue “GO” from one of the experimenters. The end-point accuracy task was performed 100 times with a 60-s rest every 20 trials and a 5-s rest between trials. Subjects could not see the force exerted during each trial, but did receive visual feedback of the performance 1 s after each trial. The force exerted during the goal-directed contraction was superimposed as a red line on the target template (black line on white background) and was presented to the subjects on the bottom-half of the monitor. In addition, one of the investigators provided verbal feedback about the performance by
describing it as: (1) low force, short time; (2) high force, short time; (3) high force, long time; or (4) low force, long time. The knowledge of results provided by this feedback was intended to improve performance in subsequent trials (Newell 1976).

[Insert Figure 1]

**Data Analysis**

Data were acquired with the Spike2 software (Version 5.07; Cambridge Electronic Design, Cambridge, UK) and analyzed off-line using custom-written programs in Matlab (Mathworks Inc., Natick, Massachusetts, USA).

END-POINT ACCURACY. Errors were measured between the end-point of the trial (peak force) and the target in the time (ms) and force (N) domains (Figure 1A). The force end-point error was the absolute difference between the targeted peak force and the exerted peak force, whereas the time end-point error was the absolute difference between the targeted time to peak force and the exerted time to peak force for each trial.

ABDUCTION FORCE. Once the goal-directed abduction force exceeded the threshold (3% of the 150-ms force), it was characterized by the following parameters: 1) Peak force; 2) Time to peak force; 3) Variability in peak force – trial-to-trial variability for peak force for every five trials as the average of the square distance of each trial from the mean of five trials for peak force (van Beers et al. 2004) 4) Variability in time to peak force – trial-to-trial variability for time to peak force for every five trials as the average of the square distance of each trial from the mean of five trials for time to peak force (van Beers et al. 2004). 6) Variability in the force trajectory – standard deviation of the detrended force from force onset to peak force.
AGONIST AND ANTAGONIST EMG BURSTS. The interference EMG of the FDI and SPI muscles was rectified and smoothed using a 4th order Butterworth digital filter with a cut-off frequency of 6 Hz (Figure 1B). This filter was used to identify the overall EMG bursts of the agonist and antagonist muscles. Preliminary analyses indicated that estimation of onset and offset times for the EMG activity was similar with a 40 Hz low-pass filter. The EMG activity was characterized by measuring: 1) Onset (start) of EMG – >15% of the peak EMG; 2) Offset (end) of EMG – <15% of the peak EMG; 3) Normalized peak EMG amplitude – relative to the maximal MVC value; 4) EMG duration – the time between the onset and offset; 5) EMG-force delay – time between peak EMG amplitude for FDI and SPI and peak force; 7) SPI-to-FDI peak delay – time between peaks in FDI and SPI EMGs; 8) SPI-to-FDI onset delay – time between onsets in FDI and SPI EMGs; 9) Concurrent activity – percent overlap of SPI and FDI durations. The trial-to-trial variability of these parameters was quantified as the standard deviation of each parameter for every 5 trials.

Statistical analysis

To examine the improvement in end-point accuracy across trials for young and old adults, a two-way ANOVA (age x 20 blocks of 5 trials each) with repeated measures on blocks of trials compared the force and time end-point error and the motor-output variability (force-trajectory variability, peak-force variability, and time-to-peak force variability) across blocks (SPSS version 13.0). Post-hoc analysis to locate differences between blocks of trials included one-way ANOVA and Tukey’s honestly significant difference test. The differences between the two age groups were identified with independent t-tests. The inflection point (change of sign in double differential) of the
decreasing force and time error with practice was also used to identify the trial block where practice-induced improvements in end-point accuracy reached a plateau. Pearson correlations ($r$) were used to determine significant associations between end-point error, motor-output variability, and EMG variables.

Multiple linear regression models were used to establish statistical models that could predict the force and time end-point error (criterion variables) in the first block of trials from the peak-force variability, time-to-peak force variability, force-trajectory variability, and agonist and antagonist muscle activity parameters (predictor variables). Similarly, multiple linear regression models were used to determine statistical models that could predict the change in force and time end-point error with initial practice (block 1 to block 8; criterion variable) from the change in peak-force variability, time-to-peak force variability, force-trajectory variability, and agonist and antagonist muscle activity parameters (predictor variables). Predictor variables were included in the multiple regression models only when they were significantly associated (bivariate regressions) with the force and time end-point error (criterion variables).

The goodness-of-fit of the model, which indicates how well the linear combination of the variables predicted the force and time end-point error, was given by the squared multiple correlation ($R^2$) and the adjusted squared multiple correlation (adjusted $R^2$). The adjusted $R^2$ is reported because the $R^2$ can overestimate the percentage of the variance in the criterion variable that can be accounted for by the linear combination of the predictor variables, especially when the sample size is small and the number of predictors is large (Green and Salkind 2002). The relative importance of the predictors was estimated with the part correlations (part $r$), which provide the correlation
between a predictor and the criterion, partialling out the effects of all other predictors in the regression equation from the predictor but not the criterion (Green and Salkind 2002). A positive sign of the part correlation indicates that the predictor and the criterion are directly related, whereas a negative sign indicates that they are inversely related.

The alpha level for all statistical tests was 0.05. Data are reported as means ± confidence intervals within the text and figures.

RESULTS

The purpose of the study was achieved by examining the initial adjustments in end-point accuracy, motor-output variability, and EMG burst activity of the agonist and antagonist muscles as young and old adults practiced the task. End-point accuracy was denoted as the error in force and time coordinates of the peak in the force relative to the target force, and motor-output variability corresponded to variability in the force trajectory, peak force, and time to peak force (Figure 1).

Strength

Young and old adults exhibited similar (t (26)< 0.2, \( P > 0.2 \)) peak force (21.4 ± 3.4 N vs. 25.7 ± 6.7 N) and time to peak force (1.15 ± 0.28 s vs. 1.21 ± 0.34 s) during the MVC task. The mean force (5.52 ± 1.42 N vs. 6.52 ± 1.89 N) produced during the submaximal task (25%) was also similar (t (26)< 0.2, \( P > 0.2 \)). Therefore, differences in end-point accuracy between the two groups of subjects were not related to the strength and contraction speed capabilities of the subjects.

Practice and end-point accuracy
Force \((F(19,557) = 9.0, P < 0.001; \text{Figure 2A})\) and time \((F(19,557) = 4.3, P < 0.001; \text{Figure 2B})\) end-point error improved with practice. Most of the improvement occurred in the first 40 trials for both age groups and remained relatively constant over the remaining 60 trials (Figure 2). The largest mean differences in force and time error between the two groups of subjects occurred in the initial block of trials and blocks 8-12 \((F(19,223) = 1.9-5.8, P < 0.001; \text{Tukey’s honestly significant difference: } P < 0.05)\). There was a significant age x block interaction for both force \((F(19,557) = 1.7, P = 0.03)\) and time \((F(19,557) = 1.9, P = 0.01)\) end-point error, which indicated that old adults exhibited greater impairments in end-point accuracy at the beginning of the protocol. Post-hoc analysis of the interactions indicated that although force and time end-point error decreased significantly \((P < 0.001)\) with practice for both age groups in the first 8 blocks (force end-point error: 62 and 77%; time end-point error: 64 and 81%; young and old adults respectively), the force \((t(26) = -1.3, P < 0.001)\) and time \((t(26) = -1.3, P < 0.001)\) error for old adults was only greater than that for young adults during the first block of trials. The average rate of improvement with practice, therefore, was greater for old adults. The age main effect (average age difference for all 20 blocks) was significant for the time end-point error \((F(19,557) = 5.37, P = 0.02)\), but not for the force end-point error \((F(19,557) = 0.9, P = 0.76)\).

[Insert Figure 2]

**Practice and motor-output variability**

The variability in peak force \((F(19,557) = 9.2, P < 0.001)\), time to peak force \((F = 7.7, P < 0.001)\), and the force trajectory \((F(19,557) = 6.8, P < 0.001)\) declined with practice. Similar to the end-point accuracy measures, most of the improvement occurred
in the first 40 trials for both age groups and remained relatively constant over the remaining 60 trials. There was a significant age x block interaction for peak-force variability \((F(19,557)= 1.6, P = 0.04)\), time-to-peak force variability \((F = 4.3, P = 0.04)\), and force-trajectory variability \((F(19,557)= 4.1, P = 0.04)\) because the old adults exhibited greater motor-output variability at the beginning of the protocol. The age main effect was significant for the time-to-peak force variability \((F(19,557)= 4.3, P = 0.04)\), but not for the peak-force variability \((F(19,557)= 0.16, P = 0.7)\) or force-trajectory variability \((F(19,557)= 0.15, P = 0.9)\).

**Prediction of end-point error in the first block of trials**

On average, old adults exhibited greater force and time end-point error in the first block of trials compared with young adults. Therefore, multiple linear regression models were used to determine the following: 1) the contribution of motor-output variability (variability in peak force, time to peak force, and force trajectory) to the force and time end-point error in the first block of trials; 2) the agonist and antagonist EMG parameters that contributed to the force and time end-point error in the first block of trials.

[Insert Figure 3 and Table 1]

The force end-point error in the first block of trials was strongly predicted (Figure 3A) by the force-trajectory variability \((R^2 = 0.96; \text{adjusted } R^2 = 0.95; P < 0.001)\), whereas the time end-point error in the first block of trials was moderately predicted \((R^2 = 0.67; \text{adjusted } R^2 = 0.64; P < 0.001)\) by equal contributions from the force-trajectory variability (part \(r = 0.59\)) and time-to-peak force variability (part \(r = 0.57\); Figure 3B). These findings suggest that the less accurate performance of the old adults in the initial trials was associated with greater motor-output variability.
The correlation matrix for the end-point accuracy and motor-output variability measures is presented in Table 1. The individual correlations suggest that force-trajectory variability (within-trial measure) and peak-force variability (across-trial measure) were strongly associated \( (r = 0.75, P < 0.001) \). In contrast, force-trajectory variability (within-trial measure) and time-to-peak force variability (across-trial measure) were not significantly associated and may be a consequence of different physiological mechanisms.

The force end-point error during the first block of trials was predicted \( (R^2 = 0.3, \text{adjusted } R^2 = 0.24; P < 0.01; \text{Figure 4A}) \) by a multiple-regression model that included the FDI peak EMG (part \( r = 0.28 \)) and the SD of FDI EMG duration (part \( r = 0.29 \)). This regression model suggests that the initial end-point error in force was associated with greater amplitude of the agonist EMG and greater variability of the agonist EMG duration. The time end-point error during the first block of trials was predicted \( (R^2 = 0.80, \text{adjusted } R^2 = 0.79; P < 0.001; \text{Figure 4B}) \) by a multiple-regression model that included the FDI peak EMG (part \( r = 0.24 \)) and the SD of the delay between the peak FDI EMG and peak force (part \( r = 0.63 \)). This regression model suggests that the initial end-point error in time was associated with greater amplitude of the agonist EMG and greater variability in the timing between the agonist peak EMG and peak force. Although these EMG burst variables best predicted the end-point errors in force and time, other EMG variables were also individually associated with these measures of end-point accuracy (Table 2).

[Insert Figure 4 and Table 2]

*Predicting the change in end-point error with practice*
The young and old adults exhibited different rates of improvement in force (62% vs. 77%, respectively) and time (64% vs. 81%, respectively) end-point error during the first 40 trials (Figure 2). Multiple regression models were used to determine the following adaptations with initial practice (block 1 to 8) for each age group: 1) the contribution of the change in motor-output variability (peak force variability, time to peak force variability, and force trajectory variability) to the improvements in force and time end-point error; 2) the agonist and antagonist EMG burst parameters that contributed to the improvements in force and time end-point error.

The change in force end-point error with practice for young adults was strongly predicted ($R^2 = 0.81$; adjusted $R^2 = 0.80$; $P < 0.001$; Figure 5A) from the change in force trajectory variability, whereas the change in time end-point error was weakly predicted from the change in the variability of time to peak force ($R^2 = 0.25$; adjusted $R^2 = 0.25$; $P = 0.03$; Figure 5B). The change in force end-point error with practice for old adults was strongly predicted ($R^2 = 0.96$; adjusted $R^2 = 0.96$; $P < 0.001$; Figure 5C) from the change in force trajectory variability, whereas the change in time end-point error was strongly predicted ($R^2 = 0.74$; adjusted $R^2 = 0.69$; $P < 0.001$) from the change in force trajectory variability (part $r = 0.67$) and change in time to peak force variability (part $r = 0.52$; Figure 5D). This analysis indicates that the improvement in force end-point accuracy with 35 practice trials for both young and old adults was associated with a decrease in the force-trajectory variability. However, the improvement in time end-point accuracy for old adults was associated with a decrease in force-trajectory variability and time-to-peak force variability, but an increase in the time–to–peak force variability for young adults ($r$
= –0.5, \( P = 0.02 \); Figures 5B and 6). The individual associations between the change in end-point accuracy and motor-output variability measures are reported in Table 3.

[Insert Figures 5, 6 and Table 3]

A similar analysis examined the adjustments in the agonist-antagonist EMG activity that accompanied improvements in accuracy with practice for young and old adults. The change in force end-point error with 35 practice trials for young adults was predicted (\( R^2 = 0.82 \), adjusted \( R^2 = 0.76 \); \( P < 0.001 \); Figure 7A) by the change in peak FDI EMG (part \( r = 0.21 \)), SD of peak SPI EMG (part \( r = 0.53 \)), and the delay in the SPI-to-FDI peak EMG (part \( r = –0.33 \)). The change in force end-point error with 35 practice trials for old adults was predicted (\( R^2 = 0.44 \), adjusted \( R^2 = 0.4 \); \( P = 0.009 \); Figure 7B) by the change in the SD of FDI EMG duration (part \( r = 0.67 \)). This analysis indicates that improvements in force end-point accuracy for young adults were associated with decreased amplitude for the agonist EMG, decreased variability in the amplitude of the antagonist EMG, and a shorter delay between the peak of the antagonist EMG to the agonist EMG, whereas the improvements for the old adults were associated with decreased variability in the duration of the agonist EMG.

The change in time end-point error with 35 practice trials for young adults was predicted (\( R^2 = 0.71 \), adjusted \( R^2 = 0.69 \); \( P < 0.001 \); Figure 8A) by the change in the delay between the SPI-to-FDI peak EMGs (part \( r = –0.84 \)). Similarly, the change in time end-point error with 35 practice trials for old adults was predicted (\( R^2 = 0.44 \), adjusted \( R^2 = 0.40 \); \( P < 0.001 \); Figure 8B) by the change in the delay between the SPI-to-FDI peak EMGs (part \( r = 0.67 \)). The improvements in time end-point accuracy for young adults were associated with a longer delay between the peak of the antagonist EMG relative to
the agonist EMG, whereas the improvements for old adults were associated with a shorter delay between the peak of the antagonist relative to the agonist EMG. However, changes in other EMG variables were also individually associated with the change in force and time end-point accuracy (Table 4).

[Insert Figures 7, 8 and Table 4]

DISCUSSION

The purpose of the study was to determine the practice-induced adjustments in motor-output variability and the agonist-antagonist activity that accompanied improvements in force and time end-point accuracy of goal-directed isometric contractions in young and old adults. The findings suggest that old adults were less accurate than young adults in the force and time domains during the initial trials of the task due to altered agonist activity and greater motor-output variability. Thirty-five practice trials improved force and time end-point accuracy for both age groups and old adults became as accurate as young adults. Nonetheless, the adjustments in motor-output variability and muscle activity associated with the initial improvements in end-point accuracy differed for young and old adults.

Initial practice and end-point accuracy

Independent of age, 35 practice trials improved force and time end-point accuracy and lowered motor-output variability. These findings are consistent with previous observations during isometric contractions (Floyer-Lea and Matthews 2005) and movements (Corcos et al. 1993; Darling and Cooke 1987b; Gottlieb et al. 1988; Muller and Sternad 2004). These large, rapid improvements in accuracy must have been caused by changes in the pre-programmed descending command for two reasons: First, the speed
of the goal-directed contractions was 150 ms, which does not allow sufficient time for processing of sensory feedback (no visual feedback) and adjustments in the descending input to influence the motor output (Cordo et al. 1994). Second, large initial improvements in skill acquisition are associated with changes in CNS activity, independent of contraction speed. For example, Floyer-Lea and Matthews (2005) showed that initial learning of an isometric task was associated with decreases in activity in the prefrontal cortex, parietal cortex, and cerebellar cortex, and increases in the cerebellar dentate nucleus, putamen, and thalamus. In contrast, long-term learning of a motor task was associated with adaptations in the contralateral somatosensory and motor cortex and the putamen. Hikosaka et al. (2002) interpret these initial practiced-induced adaptations in higher centers to be associated with the process of learning a new motor task explicitly, which involves spatial improvements (initial learning) followed by fine tuning of the motor system to further improve motor performance (long-term implicit learning).

The findings of the current study are consistent with the idea that initial practice primarily promotes improvement in the spatial characteristics of the task. Both age groups undershot the targeted force and overshot the targeted time in the first five trials, but the errors in force and time were reduced dramatically (>60%) with 35 practice trials of the task. The improvements in force end-point accuracy for both age groups were associated with timing adaptations of the agonist and antagonist EMG activity. This adjustment may be associated with increased activation of the putamen, which has been implicated during initial learning (Floyer-Lea and Matthews 2005) and movement-time processing (Lewis et al. 2004).
Initial practice trials and age-associated differences in end-point accuracy

The largest impairments in force and time end-point accuracy for the old adults occurred during the initial five to ten trials. The force end-point error in the first block of trials was strongly ($R^2 = 0.96$) associated with the trajectory variability in force, whereas the time end-point error was associated ($R^2 = 0.67$) with the trajectory variability in force and the variability in time to peak force. These strong associations demonstrate that the impairment of force and time accuracy of old adults in the initial block of trials was associated with greater motor-output variability (variability of the force trajectory and time to peak force) compared with the young adults. The force end-point error during the first five trials was predicted ($R^2 = 0.82$) from the agonist EMG amplitude and the variability of the agonist EMG duration, indicating that the old adults exhibited greater agonist EMG amplitude and greater variability in the agonist EMG duration. The time end-point error during the first five trials was predicted ($R^2 = 0.78$) from the agonist EMG amplitude and the variability in the timing of the FDI peak EMG relative to the peak force. Therefore, the less accurate and more variable performance of the old adults during the first five trials was likely due to differences in the amplitude and timing of the agonist EMG.

The large age differences in end-point error during the first 5-10 trials may be due to differences in attentional demands and processing due to the greater variability in the force trajectory and in the time to peak force exhibited by old adults. In addition, there is evidence that mental processing is slower for older adults (Simon and Pouraghabagher 1978), which can explain the number of trials required to match the performance of the young adults. The greater motor-output variability displayed by the old adults, which
potentially influenced force and time end-point accuracy, may be associated with greater variability in the descending command due to a significant decrease in the number of cortical motor neurons (Eisen et al. 1996; Henderson et al. 1980) or due to the loss of alpha motor neurons (Doherty 2003).

**Adjustments with practice for young and old adults**

Thirty-five practice trials improved force and time end-point accuracy in both young and old adults. The rate of improvement, however, was greater for older adults, most likely due to the large differences in the first 5-10 trials. A major finding of the current study was that the adjustments with practice differed for the two age groups.

Although the improvements in force end-point accuracy for both the young and old adults were strongly associated with reductions of force trajectory variability, the improvements in force accuracy were associated with different adjustments in muscle activation. Young adults adjusted both the agonist and antagonist EMG to improve force end-point accuracy, whereas old adults adjusted only the agonist muscle EMG to improve force end-point accuracy. The results for the young adults are consistent with previous work on goal-directed isometric contractions with the elbow flexor muscles (Ghez and Gordon 1987). The results for old adults are similar to those reported for tetraplegic patients who lacked control of the antagonist muscle (Wierzbicka and Wiegner 1996).

The improvements in time end-point accuracy for old adults were associated with reductions of force-trajectory variability and time-to-peak force variability. In contrast, the young adults increased the time-to-peak force variability and the change in force-trajectory variability was not significant. Those young subjects who had the greatest improvements in time end-point accuracy had the smallest decreases in time-to-peak
force variability. This result is contrary to the minimum variance theory (Harris and Wolpert, 1998; discussed below), at least for the time domain, and suggests that young subjects who had the greatest improvement in end-point accuracy retained a higher level of end-point variance to aid them in achieving the target. The EMG burst parameter that was associated with the reduction in time end-point error was similar for the young and old adults and involved the delay between the peak EMG of the agonist and antagonist muscles. However, the adjustment occurred in opposite directions: young adults shortened the delay and old adults lengthened it.

Motor-output variability and end-point accuracy

Based on the minimum-variance theory (Hamilton et al. 2004; Harris and Wolpert 1998; van Beers et al. 2002), improvements in end-point accuracy with practice should be directly associated with reductions in signal-dependent noise, which has been proposed to originate in cortical and spinal centers (Stein et al. 2005; van Beers et al. 2004). The functional significance of signal-dependent noise is that it increases trajectory variability (Hamilton et al. 2004) and consequently end-point variance (Harris and Wolpert 1998), which impairs end-point accuracy (Hamilton et al. 2004; Harris and Wolpert 1998; van Beers et al. 2002). Therefore, reductions in force-trajectory variability should lower end-point variance and improve end-point accuracy.

The findings of the current study support the predictions of the minimum variance hypothesis for the force domain, but not the time domain. Consistent with the minimum variance hypothesis, force-trajectory variability was strongly associated with peak-force variability ($r = 0.75, P < 0.001$) and force end-point accuracy ($r = 0.98, P < 0.001$) in the first block of five trials. Furthermore, the decrease in force end-point error with initial
practice was strongly associated with a decrease in force-trajectory variability ($r = 0.9$, $P < 0.001$) for both young and old adults. These results support previous findings that increases in trajectory fluctuations increase end-point variance and decrease end-point accuracy (Christou and Carlton 2002; Christou et al. 2003; Enoka et al. 2003; Hamilton et al. 2004; Jones et al. 2002; Selen et al. 2005).

The time domain findings, however, appear to contradict the propositions of the minimum variance hypothesis. For example, the variability in the force trajectory and time to peak force (time end-point variability) were not associated during the first five trials, despite the large variance observed in both variables from the age-associated differences in motor-output variability. Furthermore, there was no association between the decrease in both force-trajectory variability and time-to-peak force variability with initial practice for both age groups. Also, the improvements of the time end-point error for young adults were not associated with any measurement of motor output variability.

These findings, therefore, suggest that force-trajectory variability and time end-point variability are the consequence of different physiological mechanisms. It appears that force-trajectory variability is associated with force development, which may relate primarily to the activation of the motor units in the agonist muscle (Enoka et al. 2003; Taylor et al. 2003). Consistent with this possibility, the trajectory fluctuations were strongly associated with the rate of force development ($r = 0.8$), peak-force variability, and force end-point error ($r = 0.77$) but not time end-point error. In contrast, time-to-peak force variability and time end-point error, for both young and old adults, appear to be related more to the timing and the variability in timing between the agonist and antagonist EMGs.
The current study was largely designed to address the predictions of the minimum-variance theory (Hamilton et al. 2004; Harris and Wolpert 1998; van Beers et al. 2002) for force and time accuracy as young and old adults learned a novel task. The finding that old adults primarily adjusted the activity of the agonist muscle, whereas young adults adjusted the activity of both the agonist and antagonist muscle to improve force accuracy seems to be consistent with other theories of how the control of motor output might be compromised in old adults. For example, Newell and colleagues have demonstrated that old adults do not use all available degrees of freedom to adapt their motor output to task demands (Sosnoff and Newell, 2006; Vaillancourt and Newell, 2002). Similarly, Latash and colleagues have shown that multi-effector synergies are impaired in old adults (Shim et al. 2004; Olafsdottir et al. 2007). Thus, despite the differences that could exist between abduction of the index finger and tasks that involve multiple muscles and body segments, which could be influenced by joint interaction torques (Zhang et al. 2006), the underlying mechanism may be similar. Further research is needed, however, to determine whether the current results can be generalized across joints and contraction types in young and old adults.

In summary, the findings of the study indicate that although old adults were less accurate than young adults during the initial trials of rapid, isometric contractions, 35 practice trials significantly improved end-point accuracy to similar levels for young adults. Nonetheless, the adaptations differed for young and old adults. Force end-point accuracy was improved by changing the EMG activity, both the agonist and antagonist muscles for the young adults but only the agonist muscle for the old adults. The young adults improved time end-point accuracy without changing motor-output variability,
whereas old adults significantly reduced the variability in both force trajectory and time to peak force.
Figure Legends

FIG. 1. The goal-directed task and assessment of end-point accuracy and EMG activity of the agonist and antagonist muscles. (A) The target was the end-point of a trajectory displayed as a thick black line on white background. The coordinates of the target included time (x; equal to 150 ms) and force (y; equal to 25% of the maximal force achieved in 150 ms). Subjects were instructed to exert an abduction force and match the peak force of the force-time trajectory to the target. The force and time end-point errors were quantified as the absolute error to the targeted force and time. (B) The interference EMG (left column) of the FDI (agonist) and SPI (antagonist) muscles was rectified (middle column) and low-pass filtered at 6 Hz (solid line superimposed over rectified EMG). The EMG activity was characterized by the following measurements of the low-pass filtered EMG: onset (start), offset (end), peak amplitude, duration, and area under the EMG-time curve (integrated EMG) for each muscle. In addition, measurements were made of the relative EMG amplitude and timing between the two muscles and the peak force (see the text for details).

FIG. 2. Average force and time end-point error for blocks of 5 trials across the 100-trial protocol. A) Practice improved (#) force end-point error in both young (62%) and old (77%) adults in the first eight blocks of trials (40 trials). B) Practice improved (#) time end-point error in both young (64%) and old (81%) adults in the first eight blocks of trials (40 trials). The point of inflection for both age groups was around the eighth block, which indicated most of the practice-induced improvements in end-point error occurred during the first 40 trials, and remained constant for trials 41-100. Old adults exhibited
significantly greater (*) force and time end-point error compared with young adults in the first two blocks of trials.

FIG. 3. Prediction of force and time end-point error for the first five trials from motor-output variability. A) A stepwise, multiple linear regression analysis indicated that force end-point error (both age groups) was strongly predicted ($R^2 = 0.96, P < 0.001$) from the force-trajectory variability. B) A stepwise, multiple linear regression analysis indicated that time end-point error (both age groups) was moderately predicted ($R^2 = 0.67, P < 0.001$) from the force-trajectory variability (part $r = 0.59$) and time-to-peak force variability (part $r = 0.57$).

FIG. 4. Prediction of force and time end-point error for the first five trials from the agonist-antagonist EMG. A) A stepwise, multiple linear regression analysis indicated that the force end-point error was predicted ($R^2 = 0.3, P < 0.001$) by the FDI peak EMG (part $r = 0.28$) and the SD of the FDI EMG duration (part $r = 0.29$). B) A stepwise, multiple linear regression analysis indicated that the force end-point error was strongly predicted ($R^2 = 0.8, P < 0.001$) by the FDI peak EMG (part $r = 0.24$) and the SD of the delay between FDI peak EMG and peak force (part $r = 0.63$).

FIG. 5. Association between the change in force and time end-point error with thirty-five practice trials and the change in force-trajectory variability and peak-force variability for young (A and B) and old (C and D) adults. A and C) The decrease in force end-point error with practice was strongly associated with the decrease in force-trajectory variability for young ($r = 0.89, P < 0.001$) and old adults ($r = 0.98, P < 0.001$). B and D) The decrease in time end-point error with practice was associated with an increase in the
time-to-peak force variability ($r = -0.50, P = 0.03$) for young adults, but a decrease in time-to-peak force variability for old adults ($r = 0.52, P < 0.001$).

FIG. 6. Data from a single young subject to show the improvement in accuracy from trials 1-5 (open circles) to trials 36-40 (filled squares). Each data point indicates the time and force coordinates of the peak in the force trajectory for one subject in the two sets of trials. The target is denoted by the grey circle. On average, trials 36-40 (filled square with SD bars) were closer to the target compared with trials 1-5 (open square with SD bars). The reduction in force and time end-point error was inversely related to the peak force and time-to-peak force variability.

FIG. 7. Prediction of the change in force end-point error with 35 practice trials from changes in the agonist-antagonist EMG. A) A stepwise, multiple linear regression analysis indicated that the decrease in force end-point error with practice for young adults was predicted ($R^2 = 0.88, P < 0.001$) by a decrease in the amplitude of the FDI EMG (part $r = 0.21$), a decrease in the variability of the SPI EMG amplitude (part $r = 0.53$), and an increase in the delay between the peak SPI and peak FDI EMGs (part $r = -0.33$). B) A stepwise, multiple linear regression analysis indicated that the decrease in force end-point error with practice for old adults was predicted ($R^2 = 0.44, P < 0.001$) from a decrease in the variability of the FDI EMG duration (part $r = 0.67$).

FIG. 8. Association between the change in time end-point error with 35 practice trials and the change in the timing of the agonist-antagonist peak EMG for young and old adults. The decrease of the time end-point error with practice for young adults was associated with lengthening of the delay between the SPI-to-FDI peak EMGs ($r = -0.84$;
A), whereas the decrease of time end-point error in old adults was associated with shortening of the delay between the SPI-to-FDI peak EMGs \(r = 0.67; \text{ B}\).
References


Acknowledgements

Awards to Evangelos Christou (AG024662) and Roger Enoka (AG09000) from the National Institute of Aging supported this work. Brach Poston was supported by a pre-doctoral training fellowship (T32 AG00279-05; PI Robert Schwartz). The authors thank Dr. Kevin Keenan for comments on a draft of the manuscript.
Table 1. Correlation matrix for the initial (block 1) measures of end-point accuracy and motor-output variability.

<table>
<thead>
<tr>
<th></th>
<th>Force Error</th>
<th>Time Error</th>
<th>SD Force Trajectory</th>
<th>SD Peak Force</th>
<th>SD Time to Peak Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Force Error</td>
<td>1.000</td>
<td><strong>0.598</strong></td>
<td><strong>0.978</strong></td>
<td><strong>0.734</strong></td>
<td>0.018</td>
</tr>
<tr>
<td>Time Error</td>
<td></td>
<td>1.000</td>
<td><strong>0.585</strong></td>
<td><strong>0.394</strong></td>
<td><strong>0.567</strong></td>
</tr>
<tr>
<td>SD Force trajectory</td>
<td>1.000</td>
<td></td>
<td><strong>0.745</strong></td>
<td></td>
<td>-0.004</td>
</tr>
<tr>
<td>SD Peak Force</td>
<td></td>
<td></td>
<td></td>
<td>1.000</td>
<td>0.018</td>
</tr>
<tr>
<td>SD Time to Peak Force</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.000</td>
</tr>
</tbody>
</table>

Bold numbers indicate significant Pearson correlation ($P < 0.05$).
Table 2. Pearson correlations between the EMG burst parameters and measures of endpoint accuracy

<table>
<thead>
<tr>
<th>Initial EMG burst variable</th>
<th>Force Error</th>
<th>Time Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak FDI (%)</td>
<td>0.526</td>
<td>0.619</td>
</tr>
<tr>
<td>Peak FDI to peak force (s)</td>
<td>-0.167</td>
<td>-0.808</td>
</tr>
<tr>
<td>FDI duration (s)</td>
<td>0.347</td>
<td>0.307</td>
</tr>
<tr>
<td>Peak SPI (%)</td>
<td>0.235</td>
<td>0.104</td>
</tr>
<tr>
<td>Peak SPI to peak force (s)</td>
<td>0.347</td>
<td>0.621</td>
</tr>
<tr>
<td>SPI duration (s)</td>
<td>0.015</td>
<td>0.056</td>
</tr>
<tr>
<td>SPI peak to FDI peak (s)</td>
<td>0.398</td>
<td>0.797</td>
</tr>
<tr>
<td>SPI onset to FDI onset (s)</td>
<td>0.287</td>
<td>0.722</td>
</tr>
<tr>
<td>Concurrent activity (%)</td>
<td>-0.099</td>
<td>-0.006</td>
</tr>
<tr>
<td>SD peak FDI (%)</td>
<td>0.346</td>
<td>0.108</td>
</tr>
<tr>
<td>SD peak FDI to peak force (s)</td>
<td>0.312</td>
<td>0.851</td>
</tr>
<tr>
<td>SD FDI duration (s)</td>
<td>0.485</td>
<td>0.481</td>
</tr>
<tr>
<td>SD peak SPI (%)</td>
<td>0.343</td>
<td>0.210</td>
</tr>
<tr>
<td>SD peak SPI to peak force (s)</td>
<td>0.153</td>
<td>0.349</td>
</tr>
<tr>
<td>SD SPI duration (s)</td>
<td>0.071</td>
<td>-0.096</td>
</tr>
<tr>
<td>SD SPI peak to FDI peak (s)</td>
<td>0.403</td>
<td>0.355</td>
</tr>
<tr>
<td>SD SPI onset to FDI onset (s)</td>
<td>0.341</td>
<td>0.334</td>
</tr>
</tbody>
</table>

Bold numbers indicate significant Pearson correlation \((P < 0.05)\). Concurrent activity was defined as the percent overlap of SPI and FDI durations.
Table 3. Pearson correlations between the change in end-point accuracy and the change in motor-output variability with practice in young and old adults.

<table>
<thead>
<tr>
<th>Δ in Motor Output Variability</th>
<th>Young</th>
<th>Young</th>
<th>Old</th>
<th>Old</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Force Error</td>
<td>Time Error</td>
<td>Force Error</td>
<td>Time Error</td>
</tr>
<tr>
<td>SD force trajectory</td>
<td>0.901</td>
<td>0.262</td>
<td>0.980</td>
<td>0.685</td>
</tr>
<tr>
<td>SD peak force</td>
<td>0.192</td>
<td>0.228</td>
<td>0.783</td>
<td>0.470</td>
</tr>
<tr>
<td>SD time to peak force</td>
<td>−0.174</td>
<td>−0.496</td>
<td>0.035</td>
<td>0.541</td>
</tr>
</tbody>
</table>

Bold numbers indicate significant Pearson correlation ($P < 0.05$).
Table 4. Pearson correlations between the change in EMG burst parameters and change in end-point accuracy with practice in young and old adults.

<table>
<thead>
<tr>
<th>Δ in EMG burst variable</th>
<th>Young Force Error</th>
<th>Young Time Error</th>
<th>Old Force Error</th>
<th>Old Time Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak FDI (%)</td>
<td>0.717</td>
<td>0.497</td>
<td>0.133</td>
<td>0.685</td>
</tr>
<tr>
<td>Peak FDI to peak force (s)</td>
<td>-0.178</td>
<td>-0.610</td>
<td>-0.238</td>
<td>-0.756</td>
</tr>
<tr>
<td>FDI duration (s)</td>
<td>0.029</td>
<td>0.315</td>
<td>0.537</td>
<td>0.463</td>
</tr>
<tr>
<td>Peak SPI (%)</td>
<td>0.661</td>
<td>0.523</td>
<td>0.147</td>
<td>0.096</td>
</tr>
<tr>
<td>Peak SPI to peak force (s)</td>
<td>-0.440</td>
<td>-0.825</td>
<td>0.034</td>
<td>0.436</td>
</tr>
<tr>
<td>SPI duration (s)</td>
<td>0.303</td>
<td>0.519</td>
<td>0.504</td>
<td>0.517</td>
</tr>
<tr>
<td>SPI peak to FDI peak (s)</td>
<td>-0.516</td>
<td>-0.842</td>
<td>0.635</td>
<td>0.813</td>
</tr>
<tr>
<td>SPI onset to FDI onset (s)</td>
<td>-0.427</td>
<td>-0.802</td>
<td>0.126</td>
<td>0.575</td>
</tr>
<tr>
<td>Concurrent activity (%)</td>
<td>0.263</td>
<td>0.443</td>
<td>-0.045</td>
<td>0.443</td>
</tr>
<tr>
<td>SD peak FDI (%)</td>
<td>0.156</td>
<td>0.325</td>
<td>0.069</td>
<td>0.102</td>
</tr>
<tr>
<td>SD peak FDI to peak force (%)</td>
<td>-0.253</td>
<td>-0.700</td>
<td>0.280</td>
<td>0.044</td>
</tr>
<tr>
<td>SD FDI duration (s)</td>
<td>-0.017</td>
<td>-0.131</td>
<td>0.665</td>
<td>0.485</td>
</tr>
<tr>
<td>SD peak SPI (%)</td>
<td>0.642</td>
<td>0.035</td>
<td>0.387</td>
<td>0.202</td>
</tr>
<tr>
<td>SD peak SPI to peak force (s)</td>
<td>-0.045</td>
<td>-0.529</td>
<td>-0.170</td>
<td>0.331</td>
</tr>
<tr>
<td>SD SPI duration (s)</td>
<td>0.474</td>
<td>0.095</td>
<td>-0.144</td>
<td>-0.020</td>
</tr>
<tr>
<td>SD SPI peak to FDI peak (s)</td>
<td>-0.198</td>
<td>-0.650</td>
<td>0.344</td>
<td>0.229</td>
</tr>
<tr>
<td>SD SPI onset to FDI onset (s)</td>
<td>0.278</td>
<td>-0.016</td>
<td>-0.330</td>
<td>0.130</td>
</tr>
</tbody>
</table>

Bold numbers indicate significant Pearson correlation \((P < 0.05)\).
A

Predicted force end-point error (N)

Force end-point error (N)

Young
Old

\[ R^2 = 0.96 \]

B

Predicted time end-point error (s)

Time end-point error (s)

\[ R^2 = 0.67 \]
A

\[ \Delta \text{in time end-point error (N)} \]

\[ \Delta \text{in SPI-to-FDI peak EMG delay (s)} \]

\[ r = -0.84 \]

B

\[ \Delta \text{in SPI-to-FDI peak EMG delay (s)} \]

\[ r = 0.67 \]