Unitary synaptic connections among substantia nigra pars reticulata neurons
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Neurons in substantia nigra pars reticulata (SNr) are synaptically coupled by local axon collaterals, providing a potential mechanism for local signal processing. Because SNr neurons fire spontaneously, these synapses are constantly active. To investigate their properties, we recorded spontaneous IPSCs (sIPSCs) from SNr neurons in brain slices, in which afferents from upstream nuclei are severed and the cells fire rhythmically. The sIPSC trains contained a mixture of periodic and aperiodic events. Autocorrelation analysis of sIPSC trains showed that a majority of cells had 1-4 active unitary inputs. The properties of the unitary IPSCs (uIPSCs) were analyzed for cells with one unitary input, using a model of periodic presynaptic firing and stochastic synaptic transmission. The inferred presynaptic firing rates and CV_{ISI} corresponded well with direct measurements of spiking in SNr neurons. Methods were developed to estimate the success probability, amplitude distributions, and kinetics of the uIPSCs, while removing the contribution from aperiodic sIPSCs. The sIPSC amplitudes were not increased upon release from halorhodopsin silencing, suggesting that most synapses were not depressed at the spontaneous firing rate. Gramicidin-perforated patch recordings indicated that the average reversal potential of spontaneous IPSPs was -64 mV. Because of the change in driving force across the inter-spike interval (ISI), the unitary inputs are predicted to have a larger postsynaptic impact when they arrive late in the ISI. Simulations of network activity suggest that this very sparse inhibitory coupling may act to desynchronize the activity of SNr neurons while having only a small effect on firing rate.
INTRODUCTION

Neurons in substantia nigra pars reticulata (SNr) are output cells of the basal ganglia that integrate afferent signals from other basal ganglia regions to control target structures in the thalamus and brainstem. SNr neurons are also synaptically interconnected by local axon collaterals. The collaterals are branches of the main axons projecting to target nuclei (Juraska et al. 1977; Karabelas and Purpura 1980; Grofova et al. 1982; Mailly et al. 2003). Their function was first demonstrated by antidromic stimulation of efferents in the thalamus and superior colliculus, which produced IPSPs in SNr neurons (Deniau et al. 1982). Later studies reported periodic, action potential-dependent sIPSCs in SNr neurons in brain slice preparations (Stanford and Lacey 1996; Chan and Yung 1999), consistent with the rhythmic, autonomous firing of these cells in vitro, where most of their other synaptic inputs are silent (Atherton and Bevan 2005). Most recently, it was shown that direct optogenetic activation of neurons in the mouse SNr produced local inhibition that reduced the gain of optically evoked spiking (Brown et al. 2014).

In addition to controlling gain, it has been suggested that the local axon collateral synapses may function to decorrelate firing activity in SNr, promoting steady inhibitory output to target nuclei in the thalamus and brainstem (Mailly et al. 2003; Wilson 2013). Such decorrelation could be particularly important for Parkinson's disease, in which exaggerated beta-frequency (13-30 Hz) oscillations appear in the external globus pallidus and subthalamic nucleus and correlate firing of neurons in the basal ganglia output nuclei (Mallet et al. 2008; Brown 2006; Giannicola et al. 2010).
Despite the potential importance of local axon collateral synapses in SNr and a good deal of anatomical characterization, much remains unknown about the functional properties of these connections. A detailed anatomical study showed that the local collaterals of each SNr neuron in rats formed an average of 84 ± 18 synaptic boutons, with a range of 3 to 417 (Mailly et al. 2003), and the collaterals were largely confined within subdivisions of the SNr defined by specific striatal projections. However, it is not known how the boutons are distributed among their postsynaptic targets, and the basic physiological properties of the unitary connections had not been quantified.

The goal of the present study was to characterize the strength, kinetics, reliability, and functional impact of unitary synaptic connections among SNr neurons. Because of the sparse connectivity of the system, it was not feasible to approach this task by paired whole-cell recording. However, the identification of unitary IPSCs was possible thanks to the autonomous firing of these cells, which is highly rhythmic in brain slices. This rhythmic firing was predicted to produce regular trains of unitary IPSCs (uIPSCs), possibly interspersed with synaptic failures and mixed with aperiodic sIPSCs from other sources, primarily cut axons from the striatum and external globus pallidus.

In the studies described here, we recorded sIPSCs from 81 SNr neurons in rat brain slices, finding periodic synaptic input in 56 cells. Among these cells, 31 received exactly one unitary input, and their sIPSC trains were analyzed to measure the
strength, kinetics, and reliability of the uIPSCs. Because many synapses subjected to
repetitive activation undergo strong depression, we also tested whether sIPSC
amplitudes were increased immediately after reversible presynaptic silencing using
halorhodopsin. Finally, we investigated the possible impact of sparse local inhibition
on synchronized firing of SNr neurons using a network model.

MATERIALS AND METHODS

Brain slice preparation: All animal procedures were approved by The University of
Texas at San Antonio Institutional Animal Care and Use Committee. Brain slices were
obtained from 41 Sprague-Dawley rats of both sexes, aged 21-55 days. Animals were
deeply anesthetized with isoflurane, and were then perfused transcardially with ice-
cold low-sodium solution containing (in mM) 2.5 KCl, 1.25 NaH$_2$PO$_4$, 0.5 CaCl$_2$, 10
MgSO$_4$, 10 D-glucose, 26 NaHCO$_3$, and 202 sucrose (pH 7.4). Brain slices (300 μm)
containing substantia nigra were prepared using a vibrating slicer and collected in
artificial cerebrospinal fluid (ACSF) containing (in mM) 126 NaCl, 2.5 KCl, 1.25 NaH$_2$PO$_4$,
2 CaCl$_2$, 2 MgSO$_4$, 10 D-glucose, 26 NaHCO$_3$, 0.005 L-glutathione, 1 Na-pyruvate, and 1
Na-ascorbate, and bubbled with 95% O$_2$, 5% CO$_2$. In some experiments slices were
warmed to 35°C for approximately 30 min after cutting. Slices were then stored at
room temperature until used. L-glutathione, Na-pyruvate and Na-ascorbate were not
included in the ACSF used for recordings.
Voltage-clamp recording: A slice was transferred to the microscope chamber and superfused with ACSF (34°C) containing 20 μM 6,7-dinitroquinoxaline-2,3-dione (DNQX) or 5 μM 2,3-dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide (NBQX) to block AMPA/kainate receptors and 5 μM (±)-3-(2-carboxypiperazin-4-yl)propyl-1-phosphonic acid (CPP) to block NMDA receptors. SNr neurons were visualized by Dodt gradient contrast microscopy (Olympus) and recorded in whole-cell voltage-clamp mode using a MultiClamp 700B amplifier (Molecular Devices) and an ITC-18 analog/digital converter (HEKA Instruments). Patch pipettes were pulled from borosilicate glass (Warner Instruments G150-4) using a Sutter P-97 puller and usually had resistances of 3-5 MΩ. Recordings from 68 cells were obtained with pipette solution containing (in mM) 140.5 CsCl, 7.5 NaCl, 10 HEPES, 0.2 EGTA, 2 Mg-ATP, and 0.21 Na-GTP, and recordings from 13 cells were done with a KCl-based solution (CsCl replaced with KCl, otherwise as above). Neurons were held at -70 or -80 mV without correction for junction potential (approximately -3 mV, pipette relative to bath, with either pipette solution). Current data were filtered online at 10 kHz and sampled at 20 kHz.

Perforated-patch current-clamp recording: Perforated-patch recordings were obtained as described previously (Wilson et al. 2014), using pipette solution containing (in mM) 140.5 K methylsulfate, 7.5 NaCl, 10 HEPES, 0.2 EGTA, 2 Mg-ATP, 0.21
Na-GTP, and 0.5 μg/ml gramicidin. The pipette solution was filtered before addition of gramicidin (from 0.5 mg/ml freshly prepared stock in DMSO). The final solution was mixed thoroughly but not filtered. Recording was started when the access resistance decreased enough to reveal action potentials overshooting 0 mV. Typical access resistances were approximately 50 MΩ.

**Halorhodopsin:** For an optogenetic test of the local origin of sIPSCs and a method to investigate possible synaptic depression, the third-generation halorhodopsin eNpHR3.0 (Gradinaru et al. 2010) was expressed in substantia nigra. AAV1 CamKII eNpHR3.0 EYFP (150 nl, $3.6 \times 10^{13}$ genome copies ml$^{-1}$, Vector Biolabs) was injected into substantia nigra of rats 21-25 days of age (coordinates: M/L ± 2.0 mm, A/P -4.5 mm, D/V -6.8 mm from Bregma). Animals were sacrificed and brain slices prepared 11-18 days after virus injection. Viral protein expression in SNr was confirmed by observation of YFP in slices using ultraviolet illumination. The halorhodopsin current was activated using 590 nm LED light (~5 mW total power) directed at substantia nigra using an optical fiber.

**IPSC detection and amplitude measurement:** Data were analyzed in Mathematica (Wolfram Research). Stable epochs of current data 40-300 s in duration were selected for analysis. For sIPSC detection, the current data were smoothed by convolution with a Gaussian kernel (SD = 0.4 ms) and differentiated. The standard deviation of the noise was estimated by fitting an all-points histogram with a Gaussian curve over a range
from -5 to +5 pA/ms. The sIPSC detection level was then set at -4 times the standard
deviation of the noise. Each event time was taken at the maximum rate of fall of the
current, and the event amplitude was taken as the minimum of the smoothed current
within 2 ms after that time, relative to the preceding baseline current 2 ms earlier.

Autocorrelation of the sIPSC train: To analyze the temporal pattern of sIPSCs, the set
of sIPSC times was represented by a binned histogram (bin width $w = 0.001$ s). The
histogram was scaled by $1/w$ to represent event rate (events/s), and is referred to as
the event train, $E(t)$. The autocorrelation of $E(t)$ was then computed as a function of the
time difference:

$$c_E(\Delta t) = \langle E(t)E(t + \Delta t) \rangle$$

The power spectrum of $E(t)$ was computed as the magnitude of the Fourier transform
of $c_E(\Delta t)$ for $-2 \text{s} < \Delta t < 2 \text{s}$.

Model of synaptic inputs: To aid in characterizing the unitary synaptic inputs, a simple
model of the afferent synaptic activity was developed. It was assumed that each
periodic component of the sIPSC train arises from a regularly firing presynaptic neuron
with ISI jitter, and with a probability of failure at the unitary synaptic connection. Here
we refer to the presynaptic firing rate as $f$, the standard deviation of inter-spike
intervals as $\sigma$, and the rate of uIPSCs from this connection as $r$. Thus, the unitary
synaptic success probability, $P(\text{success})$, is $r/f$. 
The autocorrelation of the presynaptic spike train, $c_{\text{spike}}(\Delta t)$, comprises a series of peaks of equal area and increasing width, representing the first-order inter-spike intervals ($T_1$), the second-order intervals ($T_2$), and so on. We assume that the firing is regular enough that the probability density of $T_i$ can be approximated by a Gaussian distribution with mean $\mu = 1/f$ and standard deviation $\sigma$. If sequential ISIs were independent, then the variance ($\sigma^2$) of the higher-order ISIs would increase linearly with the ISI order. To allow for correlations between sequential ISIs, we allow $\sigma_h = h^p \sigma$, where the harmonic peak number $h$ corresponds to the ISI order and the power $p$ is a free parameter. The area of each peak is equal to $f$. At large $\Delta t$, the peaks for high-order ISIs broaden and summate, approaching an asymptotic level equal to $f$. Thus, the autocorrelation of the spike train is described by an infinite sum of Gaussian components:

$$c_{\text{spike}}(\Delta t) = \sum_{h=1}^{\infty} \frac{f}{h^p \sigma \sqrt{2\pi}} \exp \left( \frac{-(\Delta t - h\mu)^2}{2(h^p \sigma)^2} \right)$$

For a finite time window, $c_{\text{spike}}(\Delta t)$ is approximated by a finite sum of Gaussian components (i.e. $h = 1$ to 100). We verified that this model provided excellent fits to spike train autocorrelations for SNr neurons in slices (see Fig. 3A).

The sIPSC event train, $E(t)$, differs from a presynaptic spike train in two respects. First, there may be multiple inputs, $j = 0$ to $m$, where input 0 is an aperiodic component (presumably mIPSCs) and inputs 1 to $m$ are periodic unitary inputs, which may have different firing frequencies and are assumed to be uncorrelated with one another.
Second, there are synaptic failures, so the rate of uIPSCs from input $j$ ($r_j$) is lower than the spike frequency of that input ($f_j$). The autcorrelation of $E(t)$ is the sum of the auto- and cross-correlations of the individual components:

$$c_E(\Delta t) = \sum_{j=0}^{n} \sum_{k=0}^{n} c_{j,k} (\Delta t)$$

For subcomponent $c_{j,k}$, the expected value at large $\Delta t$ is the product of the mean rates, $r_j \cdot r_k$. The only periodic components of $c_j(\Delta t)$ are the autocorrelations of the unitary event trains, $c_{j,j}(\Delta t)$, where $j > 0$. At large $\Delta t$, $c_{j,j}(\Delta t)$ approaches $r_j^2$. Because this asymptotic level is also equal to $f_j$ times the peak area, we see that the peak area is $r_j^2 / f_j$.

Based on these assumptions, each subcomponent of the autocorrelation is described by the following model:

$$c_{j,k}(\Delta t) = \begin{cases} \sum_{h=1}^{\infty} \frac{r_j^2 / f_j}{h^2 \sigma_j^2 \sqrt{2\pi}} \exp \left( \frac{-((\Delta t - h\mu_j))^2}{2(h^2 \sigma_j^2)} \right), & j = k > 0 \\ r_j r_k, & j \neq k \text{ or } j = k = 0 \end{cases}$$

For data analysis, the model was approximated by a finite sum of Gaussian components ($h = 1$ to 100), and provided good fits to sIPSC time autocorrelations with up to four periodic components (the largest number detected in the present study). However, because a sufficient number of cells showing exactly one periodic input were recorded, the data reported are restricted to these simpler cases.

**Clocking method for sIPSCs:** To distinguish uIPSCs from aperiodic events, a method was developed to estimate the phase of presynaptic firing by bandpass filtering of $E(t)$.

The filter was obtained by fitting a Gaussian function to the first harmonic peak of the
power spectrum $P_e(f)$, giving the center frequency ($f_{center}$) and the standard deviation ($\sigma$). The gain of the corresponding filter (operating on signal amplitude rather than power) is then described by a Gaussian function with the same $f_{center}$ and a standard deviation $\sigma_G = 2^{1/2} \sigma$.

$$G(f) = \exp\left(-\frac{(f - f_{center})^2}{2\sigma_G^2}\right)$$

In the time domain, neglecting a scale factor, the corresponding waveform is a Gaussian-windowed cosine function with a standard deviation $\sigma_t = 1/(2\pi \sigma_G)$.

$$g(\Delta t) = \exp\left(-\frac{\Delta t^2}{2\sigma_t^2}\right) \cos(2\pi f_{center} t)$$

To examine the phase of event $i$ with respect to its neighbors, we took the surrounding portion of $E(t)$, or $E_i(\Delta t)$, within a symmetrical window of $\pm 2$ s around the event time $t_i$. To prevent the event from influencing its own phase estimate, the central event at $\Delta t = 0$ was removed. $E_i(\Delta t)$ was then convolved with $g(\Delta t)$ to produce the local "clock" waveform:

$$k_i(\Delta t) = E_i(\Delta t) \ast g(\Delta t)$$

The local clock $k_i(\Delta t)$ is a sinusoidal waveform with peaks that align with periodic events within the selected frequency band (i.e. $f_{center} \pm \sigma$) (see Fig. 5). Thus, the phase of event $i$, or $\theta_i$, was determined from the positions of the two surrounding minima of $k_i(\Delta t)$, at time differences $\Delta t_0$ and $\Delta t_1$:

$$\theta_i = -\frac{\Delta t_0}{\Delta t_1 - \Delta t_0}$$

With this definition of phase, uIPSCs from the selected input are concentrated at
phases near 0.5, whereas aperiodic mIPSCs are distributed uniformly across all phases.

**Unitary IPSC amplitude distribution:** To estimate the uIPSC amplitude distribution, the events were separated into two groups: a "center-phase" group with $0.25 < \theta < 0.75$, and a "side-phase" group with $\theta < 0.25$ or $\theta > 0.75$. An amplitude histogram was constructed for each group, using a bin width of 0.1 times the mean event amplitude for the entire data set. The uIPSC amplitude distribution, $n_u(A)$, was then estimated by subtracting the side-group histogram from the center-group histogram. In some cells, it was observed that fewer low-amplitude sIPSCs were detected at center phases compared to side phases, resulting in negative values in the subtracted distribution for the lowest-amplitude bins. This artifact was attributed to a lower probability of detecting very small sIPSCs when they overlapped with larger uIPSCs. To reduce this bias, any negative counts in $n_u(A)$ were set to zero. The mean uIPSC amplitude ($\mu_A$) and the variance ($\sigma_A^2$) were then calculated from $n_u(A)$, taking each value of $A$ as the bin center and summing across all bins:

$$\mu_A = \frac{\sum n_u(A) \cdot A}{\sum n_u(A)}$$

$$\sigma_A^2 = \frac{\sum n_u(A) \cdot (A - \mu_A)^2}{\sum n_u(A)}$$

**Unitary IPSC kinetics:** To estimate the waveform of the average uIPSC, the individual event traces, $I_i(\Delta t) = I(t_i + \Delta t)$, were extracted from the raw current data (-2 ms < $\Delta t$ < 10 ms), and the baseline current at $\Delta t = -2$ ms was subtracted. The events were collected
in a center-phase group (collectively designated \( I_{\text{center}} \), count = \( n_{\text{center}} \)) and a side-phase group (designated \( I_{\text{side}} \), count = \( n_{\text{side}} \)) as described above. The average uIPSC waveform was then estimated from the summed waveforms of the two groups:

\[
I_u(\Delta t) = \frac{\sum I_{\text{center}}(\Delta t) - \sum I_{\text{side}}(\Delta t)}{n_{\text{center}} - n_{\text{side}}}
\]

The rise time of the resulting current trace was measured from 20% to 80% of peak amplitude, and the decay phase was fitted with a single-exponential function, \( y_0 + A \exp(-t/\tau_d) \), over the range from 80% of peak amplitude to 10 ms after the event detection point.

\[\text{Spontaneous IPSP detection:}\] sIPSPs were recorded during autonomous firing activity using the perforated-patch current clamp method described above. For IPSP detection, the voltage data were smoothed by convolution with a Gaussian function (SD = 0.5 ms) and differentiated twice, computing the derivative at each time point as the slope between the two surrounding points. A detection threshold was chosen by eye based on the noise level of each cell, and the IPSP times were taken at each minimum of the second-derivative trace that exceeded the threshold in the negative direction. In some cells, the choice of threshold was verified by analyzing data obtained subsequently from the same cell in the presence of picrotoxin (100 μM), in order to confirm that most of the detected events were GABA\(_A\) receptor-mediated IPSPs.

\[\text{Estimation of sIPSP reversal potential (E_{rev}):}\] To estimate \( E_{\text{rev}} \) from the perforated-
patch current clamp data, we analyzed the detection of sIPSPs as a function of phase
within the ISI. The phase of each sIPSP ($\phi$) was calculated based on its detection time
and the two surrounding spike times ($t_s$ and $t_{s+}$), which were each taken at the first
data point positive to -20 mV:

$$\phi_i = \frac{t_i - t_{s-}}{t_{s+} - t_{s-}}$$

Events with phases less than 0.1 or greater than 0.9 were excluded from the analysis,
because it was not possible to detect sIPSPs reliably in close proximity to an action
potential. A histogram of sIPSP phases was then constructed for phases of 0.1 to 0.9. It
was generally observed that fewer sIPSPs were detected at early phases of the ISI, as
expected based on the lower driving force for the Cl- current. To estimate $E_{rev}$, we
found the onset voltage of each sIPSC ($V_{onset}$), and measured the amplitude of the
event ($A$) from the second derivative trace. This measure of sIPSP amplitude was
chosen because it was the detection criterion, and because it was relatively unaffected
by the underlying inter-spike membrane potential trajectory. We then determined
what value of $E_{rev}$ could account for the difference in event detection frequency
between the late portion of the ISI ($0.5 < \phi < 0.9$) and the early portion ($0.1 < \phi < 0.5$).
For each late sIPSC, an onset voltage was selected randomly from the early portion of
the same inter-spike trajectory, and the amplitude the late event would have had if it
were moved to the early phase was calculated for an assumed $E_{rev}$:

$$A_{early} = A \frac{V_{early} - E_{rev}}{V_{onset} - E_{rev}}$$

The calculation was repeated for multiple values of $E_{rev}$, and the number of late events
giving $A_{early}$ above the detection threshold was determined. The correct value of $E_{rev}$
was then estimated as the value predicting the number of early events detected.

*Spike timing response curve (STRC) for IPSPs:* To investigate the impact of IPSPs on
spike timing, STRCs were calculated by a modification of a recently published
multiple-regression method (Wilson et al. 2014). Briefly, the method assigns each input
a phase based on its position in the ISI (equal to $\phi$ defined above). The input during
each ISI is subdivided into a fixed number of bins (here, bin width = 0.1 cycle). The
binned input amplitudes provide the independent variables, and the ISI length is the
dependent variable for a multiple linear regression, which generates a slope
coefficient (cycles/input amplitude) for each phase bin. In the present application of
the method, it was necessary to account for the bias in event detection produced by
the varying distance from $E_{rev}$ during each ISI. Thus, we divided the amplitude of each
event (taken as the peak negative value of the second derivative trace) by the
estimated driving force ($V_{onset} - E_{rev}$) to obtain a value proportional to the synaptic
conductance. The corrected amplitudes were then normalized by the mean value,
such that normalized amplitude of unity represents an event of average conductance.
The regression coefficients then indicate the shortening of the ISI (cycles) produced by
one event of average conductance at each phase.

*Network model:* To investigate the possible influence of sparse inhibitory coupling on
a network of repetitively firing neurons driven by shared input, a simple model of 100
cells was constructed. Each cell was represented by a phase model comprising an autonomous firing rate \( \omega = 20 \, \text{s}^{-1} \) and an STRC, \( R(\phi) \). The phase evolution of the model is perturbed by external input, \( G_{\text{ext}}(t) \), and by the local synaptic conductance, \( G_{\text{syn}}(t) \), according to the following differential equation:

\[
\frac{d\phi}{dt} = \omega + \left[ G_{\text{ext}}(t) + G_{\text{syn}}(t) \right] R(\phi)
\]

For simplicity, it was assumed that the external input and the local synaptic input operate through the same STRC, and the inputs were represented in the same units of inhibitory conductance. The external synaptic inhibition \( G_{\text{ext}}(t) \) was intended to represent time-varying inhibitory input from the striatum and globus pallidus, and the more discrete synaptic inhibition \( G_{\text{syn}}(t) \) represented the local coupling of SNr cells. Synaptic conductances were scaled so that a conductance of 1 represented the peak of a single unitary input. Based on our experimental data (Fig. 7F), the STRC of each model neuron was linear in shape, producing a phase delay of zero for input at phase \( \phi = 0 \) and 0.1 cycle for an integrated inhibitory conductance equivalent to one unitary input applied at \( \phi \to 1 \). The actual phase delays differed slightly from the linear ramp profile of the model STRC because of the synaptic decay time constant \( \tau_{\text{syn}} = 3 \, \text{ms} \), which results in synaptic conductance persisting for a short time after the IPSC onset. To simulate the local connections, each cell was connected to an average of four randomly chosen cells (for 100 cells, connection probability = 0.04). The synaptic interactions were simulated with a synaptic delay (1.6 ms) and an instantaneous rise. At each time when the phase of a cell reached 1, the spike time was recorded and the cell’s phase reset to zero, and after the synaptic delay, the synaptic conductance of
each postsynaptic cell was increased by the peak unitary conductance.

To investigate network synchronization, simulations were performed with external sine wave input. Each neuron was initialized at a random phase chosen from a uniform distribution \((0 < \phi < 1)\), and the entire network was then driven by 2 s of shared sine wave input with amplitude \(A_{\text{ext}}\) and frequency \(f_{\text{ext}}\):

\[
\Delta G_{\text{ext}}(t) = A_{\text{ext}} \sin(2\pi f_{\text{ext}} t)
\]

To quantify the synchrony produced by the external input, we measured the phase entropy of the population of neurons. At each time point in the simulation, a phase probability histogram, \(P(\phi)\), was constructed with a bin width of 0.01 cycle \((n = 100\) bins), and the entropy was calculated from the binned \(P(\phi)\) values:

\[
S(t) = - \sum_{i=1}^{n} P(\phi_i) \log_2 P(\phi_i)
\]

The entropy values shown are the mean "steady-state" values for the second half of each simulation (1-2 s).

Data and statistical comparisons: Average values are reported as mean ± standard deviation. The significance of differences between groups was evaluated using Student’s \(t\)-tests, and results were considered significant when \(p < 0.05\).

Materials: Unless otherwise specified, all chemicals were obtained from Sigma-Aldrich. DNQX and NBQX were purchased from Tocris Bioscience.
RESULTS

Periodic sIPSCs in SNr neurons

Spontaneous IPSCs were recorded from 81 SNr neurons in brain slices. High-chloride pipette solution was used to increase the driving force for Cl⁻ currents (calculated $E_{Cl} = +3 \text{ mV}$; holding potential = -70 or -80 mV), and glutamatergic synaptic inputs were blocked (see Materials and Methods). In addition to 77 cells recorded in coronal slices, four cells were recorded in sagittal slices and showed generally similar patterns of sIPSCs. CsCl pipette solution was used for 68 cells, and an otherwise identical KCl pipette solution was used for the remaining 13 cells. We observed periodic trains of sIPSCs in 49/68 cells recorded with CsCl solution and 7/13 cells recorded with KCl, suggesting that most of the synapses were located sufficiently close to the soma that the sIPSCs could be detected without blockade of dendritic K⁺ channels. The amplitudes and kinetics of the periodic sIPSCs were in the same range with both pipette solutions. Thus, the data obtained with the two solutions were pooled.

A current trace from a neuron showing clear periodic input is shown in Figure 1A (top panel). The regular pattern of synaptic currents suggests that this cell received input from at least one autonomously firing presynaptic neuron present within the slice. Consistent with this, the periodic sIPSCs were eliminated by application of tetrodotoxin (TTX) (Fig. 1A, bottom panel). In four cells showing periodic sIPSCs that were then superfused with TTX (0.1 or 1 μM, $n = 2$ each), the total rate of sIPSCs was reduced from $53.2 \pm 34.3 \text{ s}^{-1}$ to $3.4 \pm 1.3 \text{ s}^{-1}$, and the remaining sIPSCs were small and
aperiodic. The sIPSCs were also blocked by picrotoxin (100 μM n = 2, Fig. 1B), consistent with the GABAergic phenotype of SNr neurons (Oertel and Mugnaini 1984; Smith et al. 1987) and previous reports that sIPSCs in these cells were sensitive to GABA_A receptor antagonists (Stanford and Lacey 1996; Ye et al. 1997).

**Number of unitary inputs**

To count and characterize the unitary synaptic connections, we converted the set of sIPSC times to a digitized event train and computed its autocorrelation (see Materials and Methods). In a cell with one active unitary input firing regularly with some timing jitter, the autocorrelation is predicted to show a series of regularly spaced peaks that broaden with increasing Δt, eventually fusing to form a plateau. This pattern arises directly from the successive inter-spike intervals of the presynaptic neuron. Out of 81 cells recorded, 31 showed this simple pattern (e.g. Fig. 2A, left panel). In contrast, 25 cells lacked obvious periodic sIPSCs and did not show clear peaks in the autocorrelation (Fig. 2B, left). The remaining 25 cells showed complex patterns suggesting the presence of more than one unitary input (Fig. 2C, left).

The number of unitary inputs to each cell was determined by examining the spectrum obtained by Fourier transformation of the autocorrelation (Fig. 2A-C, right panels). These spectra also comprise a series of harmonic peaks, but more clearly revealed the presence of relatively low-frequency uIPSC trains that were sometimes less evident in the autocorrelation. The number of harmonic components was determined by visual
inspection of each spectrum, with the aid of a custom algorithm that placed markers at integer multiples of each identified principal frequency (marks above spectrum in Fig. 2C). Based on this analysis, SNr neurons in slices received from zero to four unitary inputs (1.16 ± 1.07, **Fig. 2D**). As the local collaterals of SNr neurons have been shown to traverse large portions of the nucleus (Mailly et al. 2003), it is likely that more unitary connections are present in the intact SNr.

**Unitary IPSC timing is consistent with local input from SNr neurons**

Using a simple model of the unitary synaptic input (see Materials and Methods), we analyzed the sIPSC time autocorrelations of SNr neurons that were found to have only one unitary input ($n = 31$). The model was based on the expected autocorrelation of a regular spike train; thus, we verified that spike trains of SNr neurons in slices were fitted well by the model, constrained to allow no aperiodic events or failures (**Fig. 3A**). The firing frequency and coefficient of variation of inter-spike intervals (CVISI) recovered from the model fit parameters closely matched the corresponding values measured directly from the spike times. For example, the illustrated cell fired at a mean rate of 21.21 spikes/s, and the CV of the ISIs was 0.070, whereas the model fit returned a harmonic frequency of 21.13 Hz and a CV of 0.069.

We then fitted the model to the sIPSC autocorrelation data for cells with a single unitary input (**Fig. 3B**). It was also possible to fit the model to data from cells with two unitary inputs (**Fig. 3C**) or even more. However, as sufficient data were available for
cells with one unitary input, our characterization of uIPSC properties was restricted to
this group. The model fits provided five parameters: \( r_0 \), the rate of aperiodic sIPSCs; \( r_1 \),
the rate of uIPSCs; \( f_1 \), the frequency of presynaptic action potentials; \( \sigma \), the standard
deviation of presynaptic ISIs; and \( p \), a power describing the rate of increase in standard
deviation for higher-order ISIs (i.e. sums of sequential ISIs). The values of \( f_1 \) were
predicted to correspond to the firing frequencies of SNr neurons recorded in the slice
preparation using a non-invasive technique, whereas \( \sigma \cdot f_1 \) should correspond to the
coefficient of variation of inter-spike intervals (CV\(_{\text{ISI}}\)). To test these predictions, we
compared the model fit data to direct measurements of mean firing rate and CV\(_{\text{ISI}}\) in
perforated-patch recordings performed under the same conditions. From the model
fits, \( f_1 \) of the sIPSC trains ranged from 4.1 to 32.4 Hz (16.2 ± 7.6 Hz, mean ± SD, \( n = 30 \),
excluding one outlier cell with \( f_1 = 69.6 \) Hz), and the estimated CV\(_{\text{ISI}}\) of the presynaptic
cells was 0.074 ± 0.030. These values were similar to the directly recorded spike data
(firing rate = 20.6 ± 9.6 spikes/s, CV\(_{\text{ISI}}\) = 0.062 ± 0.025, \( n = 15 \)), supporting the
hypothesis that the periodic sIPSCs recorded in SNr neurons in brain slices arise from
axon collaterals of other SNr cells.

**Success probability of unitary IPSCs**

In most current traces showing a single uIPSC train, the periodic IPSCs appeared to be
mixed with synaptic failures (Fig. 4A). In some cells, this was apparent from the inter-
event intervals, which showed multiples of the primary interval (Fig. 4B). However, the
failure rate could not be determined simply by visual inspection of the data, because
the times of the presynaptic action potentials were not known with certainty, and
because mIPSCs were intermixed with the uIPSCs. Thus, we estimated the uIPSC
success probability, $P(\text{success})$, from the model fit parameters, dividing the uIPSC rate
$r_1$ by the frequency $f_1$. $P(\text{success})$ varied widely among the 31 cells determined to have
one unitary input, ranging from 0.20 to 0.93 (mean = 0.60, SD = 0.23). Note that
$P(\text{success})$ represents the overall success probability for transmission at all synaptic
contacts from one neuron to another, and the release probability at each individual
synapse is likely to be considerably lower.

Based on numerous reports of frequency-dependent synaptic depression in various
neurons during repetitive afferent activation (e.g. Korn et al. 1984; Connelly et al. 2010;
Atherton et al. 2013), we were interested in whether the success probability would
depend on the spontaneous presynaptic firing frequency. Thus, we examined the
relationship between $f_1$ and $P(\text{success})$ (Fig. 4C). Surprisingly, there was virtually no
correlation between these measures ($r = -0.08$), suggesting that frequency-dependent
synaptic depression was not present or was compensated by other differences in
synaptic properties.

**Distinguishing unitary IPSCs and measuring their amplitudes and kinetics**

To characterize the uIPSCs, it was important to distinguish them as well as possible
from other aperiodic sIPSCs with which they are intermixed. Our approach was to
construct a “clock signal” based on the surrounding event times, using bandpass
filtering based on the experimentally determined event train spectrum (see Materials and Methods). In the time domain the filter is a cosine wavelet. The filter is convolved with the local event train (after removing the reference event), producing a clock signal that tracks the periodic train of neighboring events (Fig. 5A, B). Based on the clock signal, each sIPSC was assigned a phase from 0 to 1, where members of the uIPSC train are expected to occur at phases near 0.5. We observe that the sIPSC phase distribution has a peak centered at a phase of 0.5, in addition to some events distributed relatively uniformly (Fig. 5C). In cells with large-amplitude uIPSCs, we generally observed that most of the larger sIPSCs were associated with the central peak of the phase distribution, whereas small-amplitude sIPSCs were observed at all phases (Fig. 5D).

To estimate the uIPSC amplitude distribution, we first subdivided the sIPSC amplitude distribution into two components: one for events with "center" phases of 0.25 to 0.75, and another for events with "side" phases less than 0.25 or greater than 0.75. The amplitude distribution of phase-associated events (i.e. uIPSCs) was then obtained by subtracting the side distribution from the center distribution (Fig. 5E; see Materials and Methods). The analysis of uIPSC amplitudes was performed successfully for 28/31 cells identified as having exactly one unitary input. In the other three cells, the subtracted amplitude distributions showed a high level of noise due to relatively high rates of aperiodic events, and were not analyzed further. Based on the distributions obtained, the uIPSCs had mean conductance amplitudes of $1.17 \pm 0.95$ nS and
amplitude CVs of 0.60 ± 0.13, not including synaptic failures. There was a significant correlation between P(success) and the mean amplitude of the uIPSCs (Fig. 5F, \( r = 0.45, p < 0.01 \)). A likely explanation for this correlation is that, on average, larger uIPSCs are produced by unitary connections comprising a larger number of individual release sites.

The average uIPSC waveform of each cell was estimated based on the current waveforms of the individual events in the center-phase and side-phase groups (see Materials and Methods). An example waveform is shown in **Figure 5G**. The 20-80% rise times of the average uIPSCs were 0.44 ± 0.10 ms, and the decay time constants were 3.42 ± 1.07 ms. These data indicate that the inhibition produced by the local collateral synapses is quite fast in onset and decay. However, there was a significant correlation between the rise times and the decay time constants of the average uIPSCs from different cells (\( r = 0.62, p < 0.001 \)), suggesting that the synaptic currents may be affected by electrotonic filtering. These data would be consistent with synaptic locations near but perhaps not on the postsynaptic cell bodies.

**Quantal content and size**

In preliminary experiments, we did not find it feasible to perform a full quantal analysis (i.e. mean-variance analysis) on the uIPSC data, as we observed relatively little curvature in the mean-variance relationship (\( \sigma^2 \) vs. \( \mu_A \)) for uIPSC amplitudes when synaptic release was increased approximately two-fold using high-calcium external
solution (data not shown). This observation suggested that the probability of transmitter release ($p$) at each individual release site is low. In support of this, unitary inputs producing small uIPSCs had overall success probabilities, $P$(success), as low as 0.2. Thus, although we do not know the value of $p$, it appears reasonable to suppose that it is sufficiently low that Poisson statistics apply. We can then estimate the quantal content ($m$) as $-\ln[1-P$(success)$]$ and the quantal size ($q$) as $\sigma^2/\mu_A$. Given these assumptions, our data showed $m = 1.14 \pm 0.75$ quanta/spike ($n = 31$) and $q = 0.73 \pm 0.54$ nS ($n = 28$).

**Optogenetic investigation of synaptic depression**

Because SNr neurons fire continuously, we expected that their axon collateral synapses might be in a continual state of short-term synaptic depression, which would recover if the firing were silenced by strong, sustained inhibition or by artificial means. To test this hypothesis, we suppressed autonomous firing using viral expression of halorhodopsin in SNr neurons (see Materials and Methods). Successfully targeted virus injections gave widespread viral protein expression throughout most of substantia nigra (see example in Fig. 6A, showing the ventrolateral portion of a coronal brain slice). Halorhodopsin was activated in brain slices using 590 nm LED light applied to a large area of substantia nigra via an optical fiber. In slice preparations from animals with well-targeted virus injections, most but not all neurons showed a suppression of spiking on illumination (see loose-patch recording, Fig. 6B). In voltage clamp recordings, most cells showed a large light-evoked outward current and a suppression...
of sIPSCs (Fig. 6C, left). However, the presynaptic and postsynaptic expression of halorhodopsin did not always correspond, as a few cells that lacked a light-evoked outward current did show a strong reduction of sIPSC activity (Fig. 6C, right). The analyses described below were restricted to cells where periodic sIPSC activity was evident and was strongly suppressed by illumination (n = 8).

For investigation of possible synaptic depression, halorhodopsin was activated with continuous 10 s light stimuli, as studies of other neurons suggested that this duration would be sufficient for at least partial recovery from depression (e.g. Atherton et al. 2013). Because of the changing presynaptic firing rates during this experiment, we did not attempt to perform analyses like those described above to distinguish the uIPSCs from other sIPSCs. In keeping with the local collateral origin of the uIPSCs, illumination suppressed the periodic components of the sIPSC trains while leaving a lower rate of small, aperiodic events. In some recordings, a lower rate of periodic sIPSCs began to appear near the end of the 10 s light stimulus, presumably because of a gradual reduction of the halorhodopsin current and/or intrinsic adaptation in the presynaptic neuron.

We measured the amplitudes of all sIPSCs (example in Fig. 6D) and obtained the mean sIPSC rates (Fig. 6E) and amplitudes (Fig. 6F) in each cell before illumination and from 0-1 s after illumination. During illumination, the mean sIPSC rate was reduced from $26.4 \pm 10.7 \text{ s}^{-1}$ to $9.6 \pm 4.4 \text{ s}^{-1}$ ($n = 8$), which was similar to the mean rate of aperiodic
sIPSCs estimated from the unperturbed sIPSC data described above (7.5 ± 4.2 s⁻¹, n = 31). The sIPSC rates recovered almost immediately on termination of the light, in most cases showing a transient increase above the pre-stimulus rate. The increase in sIPSC rate could result from an increase in presynaptic firing rate (which we often observe in SNr neurons after termination of a hyperpolarizing current step) or from an increase in the unitary synaptic success probability, P(success). If P(success) were increased by recovery from synaptic depression, we would expect that at least those cells starting with a relatively high P(success) would also show larger sIPSC amplitudes, as multiple quanta would likely be released from the set of presynaptic terminals forming the unitary connection. In fact, even an increase in presynaptic firing rate with no change in P(success) would be predicted to increase the mean sIPSC amplitude, because in most cases the uIPSCs are larger than the aperiodic sIPSCs. However, we did not observe an increase in sIPSC amplitude at the offset of illumination, as would be expected if collateral synapses were depressed by the continuous firing of SNr neurons. In the first second after illumination, the mean sIPSC amplitudes were 88.6 ± 9.6% of the mean baseline amplitude. The small reduction of sIPSC amplitudes after illumination was statistically significant (p < 0.05), suggesting that a small degree of synaptic facilitation may be present during baseline activity. These data suggest that the local collateral synapses are not depressed during autonomous firing.

**IPSPs and effect on spike timing**

To assess the impact of spontaneous inhibition under more realistic conditions, IPSPs
were recorded in gramicidin-perforated patch, current clamp mode (Fig. 7A; see Materials and Methods). This method preserves the natural intracellular Cl concentration, as well as the autonomous firing that is characteristic of SNr neurons (Atherton and Bevan 2005). IPSPs were detected as negative excursions in the second derivative of the voltage trace (Fig. 7A, bottom).

Unlike IPSCs measured in voltage clamp with an artificially high driving force, IPSPs were small, and their amplitudes varied in size depending on the phase of the postsynaptic cell’s oscillation. IPSPs were readily detected in the late part of the ISI where $V_m - E_{rev}$ is large, but were much smaller and sometimes went undetected in the early part of the ISI when the cell was hyperpolarized and close to the chloride reversal potential (Fig. 7B). We used this effect of membrane potential on the IPSP amplitude to estimate $E_{rev}$ (Fig. 7C-E; see Materials and Methods), finding the value of $E_{rev}$ that could account for the number of sIPSPs detected early in the ISI. In the individual example, $E_{rev}$ was estimated as -60.4 mV. This analysis indicated an $E_{rev}$ of -64 ± 3 mV for the sample of cells ($n = 6$). In most cells, this level was slightly below the trough of the AHP, indicating that IPSPs were small but not reversed at early phases and the driving force for the IPSC was much larger at late phases of the ISI than at early phases.

In repetitively firing neurons, a brief inhibitory input is not expected to prevent an action potential, but instead delays the time of occurrence of the next spike (Wilson 2014). To quantify this effect, we determined the spike time response curves (STRCs)
for sIPSPs. The STRC measures the change in ISI length (fraction of a cycle) caused by a synaptic input, as a function of the relative time in the ISI (phase) at which the input arrives (Netoff et al. 2005; Wang et al. 2012). It reflects the combination of the cell’s intrinsic phase resetting curve, the amplitude and time course of the synaptic conductance change, and the phase-dependence of the synaptic current driving force.

We calculated the STRCs using a variation of a previously published multiple regression method, taking the inputs at each phase of the ISI as the independent variables and the ISI length as the dependent variable (Wilson et al. 2014; see Materials and Methods). With the present data, STRC estimation was complicated by the phase-dependent differences in IPSP detection, which result in only large-amplitude events being detected at early phases. This bias was corrected by normalizing each input (represented by a pulse) by the estimated $V_m - E_{rev}$ at event onset. The success of the multiple regression analysis was evaluated by the $r^2$ value of the fit, indicating the fraction of the variance in ISI length that was accounted for by the linear regression equation. Of the six cells in which sIPSPs were detected and $E_{rev}$ estimated, three gave $r^2$ values greater than 0.1 and were accepted. Figure 7F shows the STRCs for these individual cells (gray dotted lines) and the average of the three STRCs (solid black line with error bars indicating the SD). Each STRC slopes upward to the right, and the average is almost linear. Although it was not possible to analyze IPSPs at the earliest and latest phases, the portion of the average STRC that was determined is reasonably well described by a line with a zero y-intercept. These data indicate that spontaneous inhibitory inputs cause a progressively greater delay in spike timing when they arrive.
later in the ISI. This effect can be attributed in large part to the increase in Cl⁻ driving force during the rising part of the inter-spike membrane potential trajectory.

**Synaptic delay**

Attempts to detect synaptic interconnections in paired recordings of SNr neurons were mostly unsuccessful, presumably because of the sparse nature of the connection. We recorded spontaneous firing from 25 pairs of neurons in cell-attached mode or perforated-patch current clamp. In 24 pairs, spike time cross-correlograms were flat, with no suggestion of direct or indirect connectivity. In a single recorded pair, shown in Figure 8A, there was a one-way direct connection, visible as a unitary IPSP in one cell whenever there was an action potential in the other. This connection showed the same properties seen in spontaneous IPSPs described above, including its amplitude, duration, and variation of IPSP amplitude with postsynaptic membrane potential. Although this was the only instance of its kind, we used it obtain an estimate of the conduction time between the cells, as there was no other way to make that measurement. Averaging the postsynaptic neuron’s membrane potential around the peak of the action potential in the presynaptic neuron yielded an estimate of 1.6 ms for the synaptic conduction time (Fig. 8B).

**Effect of sparse inhibitory connections on synchronization in a model network**

The properties of the unitary synaptic connections among SNr neurons – in particular, their sparse distribution, large amplitude, fast kinetics, and strong impact at the end of
the ISI – suggested to us that they might contribute to decorrelation of the activity of
the cell population (Wilson 2013). It is generally thought that correlations in SNr arise
from oscillations in the spiking activity of upstream nuclei, particularly GPe and STN,
which become more prominent in Parkinson’s disease (Kühn et al. 2005; Steigerwald et
al. 2008; Mallet et al. 2008; Alavi et al. 2013; Nambu and Tachibana 2014). To
investigate the generation of correlations in SNr, we constructed a model network of
100 neurons (schematic in Fig. 9A; see Materials and Methods). Each cell was a simple
phase model with an autonomous firing frequency of 20 Hz and intrinsic noise
sufficient to produce a typical CV\textsubscript{ISI} of \(~0.05\) in the absence of external input. In one set
of simulations, the cells were uncoupled (control network, left). In the other
simulations (coupled network, right), each cell was connected to an average of four
other cells. The postsynaptic effect of each connection was represented by an
increment in inhibitory conductance that began at a latency of 1.6 ms, decayed with a
time constant of 3 ms, and produced a phase-dependent delay of the next action
potential in accordance with the measured STRC. This choice of response amplitudes
probably overestimates the strength of collateral synapses on average, because the
STRC measurements required large IPSPs, but it is certainly within the range of
naturally occurring unitary IPSPs.

To simulate network synchronization by common input, the cells were initialized at
random phases and then driven by shared sine wave inputs. Each simulation was 2 s in
duration. The sine wave input was treated as a continuously varying inhibitory
conductance with amplitude scaled to the local uIPSC, so that the same STRC could be used to calculate phase changes caused by common input. This choice also reflects the fact that most synaptic inputs to the SNr neuron are inhibitory, arising from the striatum and GPe. Examples in Figure 9B show the synchronization of firing produced by shared sinusoidal inputs at the cells' intrinsic firing rate (20 Hz) and at a lower rate (6 Hz). Shared sinusoidal input not only modulated the firing rates of the neurons in time with the input oscillation, but also entrained their phases so that all the neurons fired at almost the same time (Fig. 9B, left column). Small differences in firing time after entrainment were caused by independent sources of noise in each cell. Sparse inhibitory coupling very effectively disrupted the synchronizing effect of the shared input, without disturbing the slower modulation of firing by the input oscillation (Fig. 9B, right column). Because synchrony was disrupted, population firing more closely represented the waveform of the input sinusoid in the presence of coupling than in its absence.

To examine a wider range of inputs, a matrix of stimulus frequencies and amplitudes was delivered to the uncoupled and coupled networks. The resulting degree of network synchrony was measured by the entropy of phase distributions across all cells. In this measure, phase is binned, the probability distribution of phases is calculated for the entire network, and the entropy of this distribution is calculated at each time point. The contour plots in Figure 9C show the phase entropy averaged over 1 second at steady state. Lower entropy (warm color) indicates more synchrony.
The maximum entropy possible in the network depends on the total number of cells in the network, the firing rate, and the resolution at which phase is measured (the bin width for the phase probability histogram), so the entropy of the coupled network was compared to that of the uncoupled network for all conditions. As expected, the highest levels of synchrony were obtained when the stimulus frequency was commensurable with the cells' intrinsic firing frequency (i.e. 1/3, 1/2, 1, or 2 times the firing frequency). As the stimulus amplitude was increased, the synchronization became stronger and the ranges of synchronizing frequencies became wider. Comparing the left and right panels, we see that the addition of sparse inhibitory coupling reduced the degree of synchrony obtained for all input frequencies and amplitudes capable of synchronizing the network.

As expected, inhibitory coupling did reduce the firing rate of the population overall, but this effect was small when coupling was sparse. The effect on rate was calculated by measuring the average firing rate across all cells in the absence of shared input, with and without sparse (4 inputs/cell) coupling. The effect on rate increased with increased synaptic strength, but was relatively small even when the local synapses were made unrealistically strong (Fig. 9D).

The desynchronizing effect of local inhibitory coupling depended strongly on the connectivity of the network. As shown in Figure 9E for 20 Hz input, desynchronization was greatest when the connectivity was most sparse.
The results of this study show that most SNr neurons receive inhibitory synaptic input from other SNr cells. Because these cells fire rhythmically in brain slices, the unitary synaptic inputs could be characterized based on their timing, even though the synaptic connections are sparse and not amenable to paired recording. By taking advantage of the periodic nature of SNr cell firing, we could determine the number of unitary inputs received by each cell and estimate the distribution of uIPSC amplitudes and the time course of the synaptic currents. The results indicate that each SNr cell received approximately one active unitary input in the slice preparation, with a range of zero to four unitary inputs detected. The amplitudes of the unitary synaptic conductances varied from ~0.3 nS to greater than 3 nS, with typical values on the order of 1 nS. The uIPSC kinetics were fast, with 20-80% rise times of ~0.4 ms and decay time constants of ~3 ms. Perforated-patch recordings showed that the average sIPSC reversal potential was -64 mV. Consistent with the small difference between $V_m$ and $E_{rev}$ early in the ISI, spontaneous inhibitory inputs produced the largest sIPSPs and had the largest effects on spike timing when they arrived near the end of the interval.
Correspondence with anatomical data

Our average of slightly more than one unitary input per cell probably underestimates the number of connections present in the intact SNr, because both the local axon collaterals and the dendrites of SNr neurons extend for hundreds of microns in three dimensions (Mailly et al. 2001, 2003; Cebrián et al. 2007). Mailly et al. (2003) reported that SNr neurons formed an average of 84 local collateral boutons, which were often distributed in one to four small clusters. Our data are consistent with the possibility that each cluster forms a unitary connection on a single postsynaptic cell. On average, our analysis suggests that the quantal content of the uIPSCs is small, ranging from 0.2 to 3 quanta/spike, with an average of slightly more than 1 quantum/spike. If an axon collateral with 80 boutons formed four unitary connections, each comprising 20 individual synapses, this quantal content could be achieved with a low release probability of ~0.05.

Quite different conclusions on the number of unitary connections between SNr neurons were drawn from a recent study using mouse brain slices (Brown et al. 2014). The authors reported that channelrhodopsin excitation of SNr neurons in slices produced IPSCs 50-100 times the average amplitude of spontaneous IPSCs. (The study did not distinguish periodic from aperiodic spontaneous IPSCs.) They also observed a total rate of 75-300 sIPSCs s⁻¹, which was argued to be consistent with 50 or more active unitary inputs in the slice preparation. Each unitary input was reported to be much weaker than the uIPSCs characterized here, similar to a typical mIPSC, with an
average conductance of ~150 pS. In contrast, our average data in rat brain slices showed 1.16 unitary inputs per cell, 16.2 spikes s\(^{-1}\) input\(^{-1}\), and 0.6 uIPSCs spike\(^{-1}\), together accounting for ~11 uIPSCs s\(^{-1}\). The uIPSCs we recorded were 8-fold larger, with a mean conductance of ~1.2 nS excluding synaptic failures. It might be expected that a larger fraction of the unitary synaptic connections would be preserved in the mouse slice preparations, due to the smaller overall size of SNr in the mouse. However, the scale difference clearly cannot account for a 50-fold difference in the number of connected cells, suggesting that the distribution of local collateral synapses might differ between the two species. Unfortunately, there are no quantitative anatomical data available on the SNr collateral system in mice. If the number of active unitary inputs in rat slices had been as large as suggested for the mouse, our analytical approach for characterizing individual unitary inputs would have been impossible.

**Absence of synaptic depression**

In many neurons, long trains of presynaptic action potentials cause profound synaptic depression. For example, synapses formed by external globus pallidus (GPe) afferents on subthalamic nucleus neurons depressed severely when stimulated at frequencies similar to the autonomous firing rates of GPe neurons (Atherton et al. 2013), and globus pallidus afferents to SNr neurons also showed substantial depression during stimulus trains (Connelly et al., 2010). Thus, it might be expected that IPSCs produced by active unitary inputs to SNr neurons would be in a constant state of depression, which could be relieved by a long pause in presynaptic firing.
Contrary to this expectation, our experiments using halorhodopsin showed that suppressing presynaptic activity for 10 s did not lead to increased sIPSC amplitudes when the activity was allowed to resume. This result suggests that the local collateral synapses do not undergo short-term depression during autonomous firing activity, although the possibility of depression that recovers extremely slowly cannot be excluded. Similarly, in the mouse, optogenetic stimulation at 10-20 s⁻¹ produced only moderate depression of SNr IPSCs (Brown et al. 2014). In addition, a previous study using antidromic stimulation of rat SNr efferents (Deniau et al. 1982) showed nearly constant IPSPs produced by the local axon collaterals in response to trains of four stimuli at intervals of 6-7 ms. This result suggests that short bursts of fast firing are also insufficient to cause substantial depression. The apparent lack of synaptic depression during autonomous firing and short bursts is consistent with a low release probability. However, a rapid replenishment process is also required to maintain the supply of readily releasable vesicles during continuous firing activity. For example, with a typical autonomous firing rate of 20 spikes/s and a release probability of 0.05, substantial depression would be predicted if recovery did not occur with a time constant of less than one second.

Possible role in decorrelation of SNr activity

The function of local collateral inhibition in the SNr has long been enigmatic. Like other sparse local connections, it is omitted from most functional schemes for the
basal ganglia because it is overshadowed by the powerful afferent fiber systems. SNr neurons fire autonomously, and most of their afferents are GABAergic, so firing rate changes are largely driven by afferent inhibition and disinhibition (e.g. Wilson 2014).

Of course, inhibitory feedback is a mechanism of gain control in this situation (e.g. Brown et al. 2014), as in others. Increases in firing rate in SNr neurons will produce an increase in local inhibition that may partly counteract the effect of disinhibition from the striatum and elsewhere. However, in this antagonistic interaction between afferent disinhibition and feedback inhibition, sparse local feedback in the SNr seems far outmatched by the overpowering effect of striatal and pallidal afferents.

In repetitively firing neurons, an alternative function for sparse recurrent inhibition is offered by the phase-dependent responses of cells to their synaptic input. Even a weak synaptic input may have a substantial effect on spike timing if it systematically arrives at the right time relative to the firing of a postsynaptic cell. Our results show that for SNr cells, an inhibitory input is most effective if it occurs just before the postsynaptic neuron would have fired anyway, and it acts to delay the next action potential. In contrast, synaptic inhibition occurring early in the inter-spike interval of a postsynaptic cell has little effect. By taking advantage of this specific timing relationship, an extremely sparse input can have a powerful effect, even in the presence of other stronger but less systematically timed synaptic inputs.
Synaptic interactions of this kind between coupled oscillators have been widely studied using mathematical models and computer simulations. These studies often stress the fact that mutual inhibition in networks of coupled oscillators can have a synchronizing function (e.g. van Vreeswijk et al. 1994; Whittington et al. 1995; Wang and Buzsáki 1996; Wang et al. 2012), but they show that it can also be desynchronizing, especially when synaptic currents are brief. Antisynchronous firing of pairs of neurons coupled by artificial inhibitory synapses with fast kinetics has been shown experimentally in GPe cells, whose firing rates and IPSC time courses are similar to those in SNr (Wilson 2013). Antisynchrony in cell pairs is prognostic of a desynchronizing effect of mutual inhibition in a larger network (e.g. Wilson 2013).

Thus, the shape of the STRC and the brief time course of the uIPSCs are primarily responsible for the desynchronization observed in our model. In addition, desynchronization was promoted by extremely sparse connectivity, as indicated by the inverse relationship between network entropy and connectivity in our modeling results. For desynchronization, sparse but fast and strong collateral inhibition is preferred over a more connected network arrangement with slower, weaker uIPSCs. In this role, extremely sparse connectivity may in fact be optimal.

The decorrelating effect of sparse recurrent inhibition in the SNr may be a factor in maintaining the independence of firing of cells in this structure, which is believed to be essential for its normal function. Normally, basal ganglia output neurons like those in the SNr do not show correlated firing, despite the input correlations that must be
present because millions of striatal neurons converge on a much smaller number of
cells in the substantia nigra (see e.g. Wilson 2013). However, in Parkinson’s disease,
and in experimental models of the disease, firing becomes correlated in the beta (13-
Correlations in the basal ganglia output nuclei probably arise from powerfully
correlated beta-frequency oscillations of their inputs. Each cycle of the beta oscillation
generally includes several spikes in Parkinsonian humans or monkeys, where SNr
neurons fire at relatively high rates (Maltête et al., 2007; Elias et al., 2008), whereas in
rats the beta oscillation can induce 1:1 phase-locking of SNr spiking (Brazhnik et al.,
2012). Our simulations suggest that, largely irrespective of the relative frequencies of
oscillating input and spike output, sparse local connectivity could reduce the ability of
shared input to drive synchronized spiking. Thus, the degree to which parkinsonian
beta oscillation can synchronize activity in the output nuclei may be determined at
least in part by the effectiveness of the recurrent inhibitory network in which the cells
are embedded.
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FIGURE CAPTIONS

Figure 1: Spontaneous IPSCs in SNr neurons. A. Recordings in control extracellular solution and in the presence of TTX (1 μM), obtained with CsCl intracellular solution at -70 mV. B. Recordings in control solution and in the presence of picrotoxin (100 μM), obtained with KCl intracellular solution at -70 mV.

Figure 2: Analysis of periodicity in sIPSC trains. In A-C, left panels show the autocorrelation of the digitized sIPSC train and right panels show the corresponding power spectrum. A. A cell with one active unitary input shows a single series of evenly spaced harmonic peaks in the autocorrelation and the spectrum. B. A cell with no recognizable unitary input shows no clear peaks in the autocorrelation or the spectrum. C. A cell with two unitary inputs shows a complex pattern of peaks in the autocorrelation and the spectrum. The vertical marks above the spectrum indicate the two harmonic components, each with equally spaced peaks. D. Histogram of number of identified unitary inputs to each SNr neuron.

Figure 3: Model fit to autocorrelation of spike train and sIPSC trains. A. Autocorrelation of spike train recorded from an SNr neuron using the perforated-patch method, fitted with a sum of Gaussian components (red) representing the first-order and higher-order inter-spike intervals. The fit parameters indicate a mean firing rate of 21.13 Hz and a CV(ISI) of 0.069. B. Autocorrelation of sIPSC train from a cell with
one unitary input, fitted with a similar model including a periodic input and an aperiodic input (see Materials and Methods). The fit parameters show an aperiodic event rate \( r_0 \) of 2.51 s\(^{-1}\), a presynaptic firing frequency \( f_1 \) of 16.15 s\(^{-1}\), CVISI of 0.041, and a periodic event rate \( r_1 \) of 10.89 s\(^{-1}\). Based on \( r_1/f_1 \), the unitary synaptic success probability was 0.674.

**C.** Autocorrelation of sIPSC train from a cell with two unitary inputs, fitted with a model including two periodic inputs and an aperiodic input.

**Figure 4: Stochastic transmission at unitary synaptic connections.**

A. Recording from an SNr neuron showing a train of sIPSCs with clear synaptic successes and failures and a relatively low rate of aperiodic events. Note the series of regularly spaced sIPSCs interrupted by gaps of 2-3 times the shorter intervals. B. Sequence of inter-event intervals in the same cell, showing multiples of the most common interval length. C. Unitary synaptic success probability, \( P(\text{success}) \), of each cell with exactly one unitary input, plotted as a function of the inferred presynaptic firing frequency, \( f_1 \). Both parameters were determined by model fitting as described in Materials and Methods. The correlation between \( f_1 \) and \( P(\text{success}) \) was not significant.

**Figure 5: Estimating the unitary IPSC amplitude distribution and kinetics.**

A. Method for clocking sIPSCs with respect to the surrounding periodic events. Top plot is the digitized sIPSC train surrounding a reference event, which has been removed (vertical dotted line). Middle plot is a bandpass filter represented by a Gaussian-windowed cosine function. The filter frequency and bandwidth were
determined based on the power spectrum of the entire digitized sIPSC train (see Materials and Methods). Bottom plot is the local clock signal produced by convolving the digitized sIPSC train with the filter. The asterisk (*) represents the operation of convolution. B. The local clock signals surrounding 50 reference sIPSCs. Most but not all of the reference events align with the peak of the clock signal. C. Phase distribution of sIPSCs with respect to the local clock signal. D. sIPSC amplitude versus clock phase. In the example cell, most of the larger sIPSCs appeared at central phases, indicating that they came from the unitary input. E. Top: amplitude distributions for "center-phase" sIPSCs at phases of 0.25-0.75 (gray bars) and "side-phase" sIPSCs at phases of 0-0.25 and 0.75-1 (black bars). Bottom: uIPSC amplitude distribution obtained by subtracting the side-phase distribution from the center-phase distribution. F. Unitary synaptic success probability versus mean uIPSC amplitude for each cell with exactly one unitary input ($r = 0.45$, $p < 0.01$). G. Estimated average uIPSC waveform for the example cell (see Materials and Methods). The 20-80% rise time was 0.35 ms, and the decay time constant was 2.66 ms.

Figure 6: Investigation of possible synaptic depression using halorhodopsin.

A. Ventrolateral portion of coronal brain slice from a rat injected with AAV1 CamKII eNpHR 3.0 EYFP. The green fluorescence indicates expression of virus-encoded EYFP throughout most of substantia nigra (D, dorsal; V, ventral; M, medial; L, lateral). B. Loose-patch extracellular recording from a halorhodopsin-expressing SNr neuron. Orange bar indicates the timing of 590 nm illumination. Activation of halorhodopsin
completely suppressed the cell’s autonomous firing for 10 s. At light offset, the cell resumed firing with increased frequency. **C.** Effect of halorhodopsin activation on sIPSCs in two SNr neurons. Left trace shows a cell with a large halorhodopsin current (upward shift in baseline during illumination). Right trace shows a cell with little or no halorhodopsin current. In both cells, halorhodopsin activation strongly suppressed sIPSC activity, with only a relatively low rate of large sIPSCs returning by the end of the 10 s period of illumination. **D.** All sIPSC amplitudes in the example cell from panel C, right, combining the data from 10 trials. The sIPSCs occurring immediately after light offset were not larger than the baseline events. **E.** Mean sIPSC rates of each cell before illumination (baseline), during the light, and during the first 1 s after illumination (post). **F.** Mean sIPSC amplitude of each cell during the baseline period and the post-illumination period. The lack of increase of sIPSC amplitudes upon offset of illumination suggests that the unitary synaptic inputs were not depressed by the baseline autonomous firing.

**Figure 7: Spontaneous IPSPs in SNr neurons.** **A.** Top trace: example of sIPSPs recorded by the gramicidin-perforated patch method during autonomous firing. The sIPSPs appear as sudden downward deflections in the inter-spike voltage trajectories. **Bottom trace,** second derivative of voltage trace, smoothed by convolution with a Gaussian filter (0.5 ms SD). Note the large negative excursions corresponding to the onset of the sIPSPs. The sIPSPs were detected from the second derivative trace; the
dashed gray line indicates the detection threshold for this cell. **B.** Histogram showing the number of sIPSPs detected as a function of phase within the ISI. A phase of 0 represents the previous spike time, and a phase of 1 represents the next spike time. To avoid detection artifacts associated with spikes, analysis was restricted to sIPSPs occurring at phases of 0.1 to 0.9. As expected for a conductance input with varying driving force ($V_m - E_{rev}$), a larger number of sIPSPs were detected at phases of 0.5-0.9 (black bars) compared to phases of 0.1-0.5 (gray bars). **C.** Membrane potential at the onset of each sIPSP, plotted as a function of phase. The curvature of the plot represents the inter-spike membrane potential trajectory. **D.** Amplitude of each sIPSP, plotted as a function of phase. The amplitude was measured from the second derivative trace used for event detection. Because of the increased driving force, larger-amplitude sIPSPs were found at late phases. **E.** Estimation of the sIPSP reversal potential ($E_{rev}$) (see Materials and Methods). The method of estimation was to assume a range of values of $E_{rev}$, and based on these assumed values, calculate the number of sIPSCs that would have been detected at early phases (0.1-0.5), where the driving force is less. The graph shows the predicted number of late-phase sIPSPs (0.5-0.9) that would have been detected at randomly chosen early phases, plotted as a function of the assumed value of $E_{rev}$. The dashed line indicates the total number of sIPSPs that were actually detected at late phases, and the dotted line indicates the number of sIPSPs detected at early phases. In this cell, a correct prediction was obtained with an assumed $E_{rev}$ of -60.4 mV, where the curve crosses the dotted line. **F.** Spike time response curves (STRCs) for sIPSPs in three cells (dotted gray lines), and average STRC
The data indicate that sIPSPs at later phases caused greater lengthening of the ISI.

**Figure 8: Synaptic latency of inhibitory coupling.** A. IPSPs in a connected pair of SNr cells. The synaptic connection was one-way, with the cell shown in red being presynaptic to the one shown in blue. The amplitude, time course, and phase-dependence of the IPSP were similar to those seen for periodic spontaneous IPSPs. B. Membrane potential of the presynaptic and postsynaptic neurons averaged on the peak of the presynaptic cell’s action potential. The onset of the IPSP in the postsynaptic neuron occurred 1.6 ms after the peak of the action potential.

**Figure 9: Effects of sparse inhibitory coupling in a model network.** A. Model configuration. Left panel indicates the uncoupled control network. The network had 100 cells, which received a common sine wave input and independent white noise ($\eta$). Each cell was represented by a phase model with an autonomous firing frequency of 20 Hz and a linear STRC. Right panel indicates the sparsely coupled network. Each of the 100 cells made and received an average of four inhibitory connections distributed randomly among the cell population. Each unitary connection produced a phase shift in its postsynaptic neurons calculated from the STRC. B. Spike rasters and PSTH (last 0.5 s of 2 s simulation) for shared 6 Hz inputs (top) and 20 Hz inputs (bottom) with amplitudes of 2.5 times the peak conductance of the uIPSC. The left panels are for the uncoupled control network, and the right panels are for the coupled network. With the
6 Hz input the cells usually fired three spikes on each input cycle. With the 20 Hz input, the cells usually fired once per cycle. In each case, the addition of sparse coupling reduced the degree of synchrony produced by the shared input. **C. Steady-state entropy of cell phases for simulations with shared sine wave inputs of varying frequency (1 to 50 Hz) and amplitude (0-6 nS) delivered to the control network (left) and the coupled network (right). Warm colors indicate low entropy, showing synchronization of the cells by the shared input. Sparse coupling reduced the ability of shared input to synchronize the network at all effectively synchronizing input amplitudes and frequencies. Dots indicate the input frequencies and amplitude used for the examples in B. **D. Effect of sparse coupling on average network firing rate in the absence of the sinusoidal input. Synaptic strength was varied from 0 to 5 times the amplitude used in the simulations above. Note the relatively weak effect of coupling on mean firing rate. **E. Effect of the synaptic density of inhibitory coupling on desynchronization. The shared sinusoidal input frequency was 20 Hz, and its amplitude was 3 nS. The maximal desynchronizing effect (highest entropy) was obtained with the sparsest connectivity.
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B sIPSC train, one unitary input

C sIPSC train, two unitary inputs