Biophysical constraints on lateral inhibition in the olfactory bulb

Alexa B.R. McIntyre¹, Thomas A. Cleland²*

¹Tri-Institutional Program in Computational Biology and Medicine, Cornell University, Ithaca, NY 14853
²Dept. Psychology, Cornell University, Ithaca, NY 14853, tac29@cornell.edu.

* To whom correspondence should be addressed.

Running head: Constraints on olfactory bulb lateral inhibition

Keywords: Olfaction, computational neuroscience, lateral dendrites, cable theory, mitral cell

Copyright © 2016 by the American Physiological Society.
Abstract

The mitral cells (MCs) of the mammalian olfactory bulb (OB) constitute one of two populations of principal neurons (along with middle/deep tufted cells) that integrate afferent olfactory information with top-down inputs and intrinsic learning and deliver output to downstream olfactory areas. MC activity is regulated in part by inhibition from granule cells (GCs), which form reciprocal synapses with MCs along the extents of their lateral dendrites. However, with MC lateral dendrites reaching over 1.5 mm in length in rats, the roles of distal inhibitory synapses pose a quandary. Here, we systematically vary the properties of a mitral cell model to assess the capacity of inhibitory synaptic inputs on lateral dendrites to influence afferent information flow through MCs. Simulations using passivized models with varying dendritic morphologies and synaptic properties demonstrated that, even with unrealistically favorable parameters, passive propagation fails to convey effective inhibitory signals to the soma from distal sources. Additional simulations using an active model exhibiting action potentials, subthreshold oscillations, and a dendritic morphology closely matched to experimental values further confirmed that distal synaptic inputs along the lateral dendrite could not exert physiologically relevant effects on MC spike timing at the soma. Larger synaptic conductances representative of multiple simultaneous inputs were not sufficient to compensate for the decline in signal with distance. Reciprocal synapses on distal MC lateral dendrites may instead serve to maintain a common fast oscillatory clock across the OB by delaying spike propagation within the lateral dendrites themselves.
The external plexiform layer (EPL) of the mammalian olfactory bulb (OB) mediates recurrent and lateral inhibition of olfactory bulb principal neurons (mitral and middle/deep tufted cells) via their synaptic interactions with granule cell (GC) interneurons. The extensive lateral dendrites of mitral cells (MCs) develop closely adjoining reciprocal synapses with spines on the perpendicularly-oriented dendrites of GCs. In studies of synaptic physiology in the OB, it is clear that GC spines can deliver graded recurrent inhibition onto MC dendrites following MC excitation without the need for GC somatic spiking (Schoppa et al., 1998; Isaacson and Strowbridge, 1998), though the efficacy and functional utility of graded versus GC spike-mediated inhibition in the intact system remain open questions. Foundational work in the OB originally concluded that EPL lateral inhibition, based on the assumption of a distance-dependent topology of synaptic weights, mediated similarity-dependent contrast enhancement (e.g., Yokoi et al., 1995). This hypothesis arose in part by simple analogy with the retina, though the high stimulus dimensionality generated by the olfactory epithelium coupled with the lack of an external physical metric akin to wavelength or frequency rules out this possibility (Cleland and Sethupathy, 2006; Cleland 2014). In accordance with the latter theoretical work, subsequent experimental studies clearly demonstrated the absence of nearest-neighbor topologies of either chemoreceptive field similarity (Soucy et al., 2009) or lateral inhibitory weights in OB EPL circuitry (Fantana et al., 2008). While it is becoming increasingly clear that learning, mediated at least in part by the selective survival and differentiation of adult-generated granule cells, underlies the architecture of lateral inhibition across the EPL (Lepousez et al., 2013; Tong et al., 2014; Arruda-Carvalho et al., 2014), this still begs the question of what mechanisms map and regulate the topology of inhibition in the EPL. To
address these questions at a functional level, the biophysical constraints of the underlying

physical system first must be established. Somatofugal spikes actively propagate along the full extent of mitral cell lateral
dendrites (Xiong and Chen, 2002; Christie and Westbrook, 2003; Debarbieux et al., 2003),
which extend and branch sufficiently to reach nearly any point within the EPL (Orona et al.,
1984; Shipley and Ennis, 1996). Thus, physical distance need not be a factor in estimating the
density or efficacy of MC-to-GC synaptic connections. In contrast, synaptic inhibition does not
actively propagate. The centripetal axis of propagation in OB principal neurons passes from
the apical dendrite sampling the glomerulus, through the soma, to the axon and its targets in
other olfactory structures, with spike initiation in the soma or apical dendrite (Chen et al., 2002).
Given that this axis bypasses the lateral dendrites, inhibitory inputs to these dendrites must
affect cellular state at the soma in order to influence the information throughput of MCs by
altering the timing of centripetally propagating spikes. If inhibitory synapses that contact MC
dendrites at distal locations are physically unable to meaningfully affect signal propagation
through MCs, this would favor models of EPL function based on proximity-independent lateral
excitation of GCs by MCs coupled with proximity-dependent lateral inhibition of MCs by GCs
(McTavish et al., 2012), and sharply restrict the plausible hypotheses regarding how learning
and other factors can shape the distribution of functional lateral inhibition across the EPL.

We constructed biophysically detailed microcircuit models of GC-MC interactions,
based on the MC model of Li and Cleland (2013), to assess the capacities of inhibitory synaptic
inputs delivered onto lateral dendrites to modify MC state at the soma. First, using a passive
version of the model to measure cable properties, we measured the effects of four interacting
variables on both polarization and shunting effects at the soma that could impede or delay
action potential propagation. Specifically, these included (1) the distance between synaptic
input and the soma, (2) the peak synaptic conductance, (3) the chloride reversal potential that
governs the driving force through the GABA_A receptor, and (4) the dendritic diameter. We also
separately assessed two tapering models of the lateral dendrite and the effects of dendritic branching. Second, we used an active version of the model, incorporating the more realistically tapering dendrite and exhibiting subthreshold oscillations (STOs), bursting, and other dynamical MC properties, to measure the effects of lateral inhibitory inputs on spike propagation and timing. The results of our simulations suggest that distal inhibitory inputs are ineffective at modifying the state of the primary MC axis sufficiently to delay or otherwise affect action potential generation or centripetal propagation. In contrast, perisomatic inhibition constrained the STO phase window of MC action potential firing, particularly when strong enough to reflect multiple synchronous synaptic inputs. Such phase regulation of spike timing in resonant neurons has been shown to enhance spike synchrony within an appropriately coupled OB network (Li and Cleland, 2013).

Materials and Methods

Simulator
All simulations were performed using NEURON 7.3 (http://www.neuron.yale.edu) running on Linux Ubuntu 14.04 LTS. A fixed timestep of dt = 0.01 ms was used for all simulations.

Mitral Cell Morphology
We adapted the mitral cell model of Li and Cleland (2013) for use in these studies. The cell model includes a cylindrical, isometric soma (length = 25 μm, diameter = 20 μm), an apical (primary) dendrite (length = 370 μm, diameter = 3.5 μm) with a glomerular tuft (length = 20 μm, diameter = 0.5 μm), and a single, multicompartmental lateral (secondary) dendrite. The lateral
dendrite was the region of interest in this study; its properties were systematically varied. As in
the model of origin, the membrane resistivity in all models was 30 kΩ cm². Somatic input
resistance ranged from 182 MΩ in the models with the thinnest lateral dendrites to 93 MΩ in
the models with the thickest lateral dendrites, all within a physiological range described as 88-
280 MΩ by Desmaisons et al. (1999). The specific membrane capacitance was 1.2 uF cm⁻².

Axial resistivity

The axial resistivity $R_a$ of the lateral dendrite is a critical parameter, as it affects length
constants (the efficacy of passive voltage propagation along cables) as effectively as the
dendritic diameter, a variable of interest. We determined $R_a$ according to experimental
measurements of mitral cell dendritic length constants by Djurisic et al. (2004). Specifically,
Djurisic et al (2004) estimated a length constant of 1246 ± 217 μm in mitral cell apical dendrites
with an average diameter of 4.0 μm. Rounding this estimate to 1200 μm, and using the
resistivity variant of the length constant equation,

$$\lambda = \sqrt{\frac{R_m \cdot d}{4R_a}},$$ (1)

where $\lambda$ denotes the length constant in cm, $R_m$ the membrane resistivity in Ω cm², $d$ the
dendritic diameter in cm, and $R_a$ the axial resistivity in Ω cm, we solved for the axial resistivity
$R_a$ such that $R_a = 208$ Ω cm. This value then was used in all simulations reported herein.

We extended Djurisic’s estimates to the lateral dendrite, which is valid assuming that $R_m$
and $R_a$ are similar in the apical and lateral dendrites. By equation 1, the length constant of a
0.5 μm dendrite is 425 μm, that of a 2.0 μm dendrite is 849 μm, and that of a 3.4 μm dendrite is
1107 μm. Notably, the attenuating effects of these length constants in the model closely
matched empirical data. Specifically, a spike waveform generated in the model soma was
attenuated by a factor of about 0.33 at 179 μm distance along a nonlinearly tapered dendrite in which the fast sodium current had been blocked (Figure 1, NLT). A spike waveform command potential inserted into a mitral cell in the presence of tetrodotoxin to block spike propagation was attenuated by a comparable factor at a comparable distance (Figure 8 in Djurisic et al., 2004).

Properties of the passivized model

For cable-theoretic simulations of the propagation of inhibitory synaptic effects to the soma, we “passivized” the MC model of Li and Cleland (2013) by rendering all membrane conductances ohmic with conductances equal to those of the active model at rest. That is, the cell was in a state identical to that of the fully active model at rest, but the gating variables of the active membrane conductances did not change when the cell was perturbed. For simplicity, we implemented this state by reparameterizing a single, ohmic, nonspecific ion channel to the same total membrane conductance exhibited by the active spiking model at rest, and adjusted the reversal potential of this channel to match the resting potential of the passivized cell to that of the active cell. Consequently, the input resistances and synaptic driving forces of the active (at rest) and passivized cells were identical.

Synaptic properties

Granule cells were not explicitly modeled in these simulations; their GABA\textsubscript{A}ergic synapses onto mitral cells were modeled only postsynaptically. We modeled the GABA\textsubscript{A}ergic synapse as a double exponential function with a rising time constant of 1.25 ms and a decay time constant of 4 ms, consistent with experimental data (Schoppa, 2006, Inoue and Strowbridge 2008). Notably, the decay kinetics of GABA\textsubscript{A} receptors depend strongly on their α-subunit composition, ranging from 3 ms for receptors containing only α1-type alpha subunits to 30 ms for receptors that contain only α3. MCs predominantly express receptors with α1
subunits, as modeled herein, though tufted cells and a superficial subpopulation of mitral cells express receptors comprised of α3 subunits, or a combination of both (Eyre et al., 2012, Panzanelli et al., 2005).

Variables of interest

The majority of simulations featured four independent variables: the distance between an inhibitory synapse and the MC soma, the peak conductance of the inhibitory synapse, the diameter of the lateral dendrite, and the (chloride) reversal potential of the GABA$_A$ receptor. In additional studies, we manipulated cellular morphology by gradually tapering or branching the lateral dendrite.

Distance between the inhibitory synapse and the soma. Mitral cell lateral dendrites project broadly across the OB external plexiform layer and branch several times (Orona et al. 1983), elaborating to a degree sufficient to innervate every column of the OB (Shipley and Ennis, 1996). Column in the context of the mammalian OB refers to a single glomerulus, the principal neurons (MCs and tufted cells) that innervate it, and the physically neighboring interneurons that interact with them (Cleland, 2010). For most simulations in this study, we modeled a single uncapped dendrite of 1500 μm length (to do this, the actual simulated length of the capped dendrite was 2071.4 μm, six compartments beyond the end of the region studied; Figure 1, shaded regions). A dendritic cap refers to the sealed physical end of the dendrite, which accumulates charge that cannot diffuse further, reflecting it back up the dendrite and disrupting the normal exponential decay of potential across distance. Modeling uncapped dendrites avoids this added complication when it is not relevant to the questions being addressed. Where noted, we simulated branching dendrites or modeled the dendrite as capped at 1500 μm. In all cases except where specifically noted, the dendritic arbor comprised seven isometric compartments per 500 μm.
Peak synaptic conductance. Based on physiological recordings from mitral cells, we estimated the peak synaptic conductance for single synaptic events to be on the order of 0.5-2.0 nS, with 10-20 nS conductances being representative of coincident synaptic events contributing to a large IPSC (Schoppa et al., 1998, Schoppa, 2006).

GABA<sub>A</sub> receptor reversal potential. The GABA<sub>A</sub> receptor fluxes chloride ions and reverses at the chloride reversal potential, ECl, which we modeled at both -70 mV and -78 mV. The -70 mV value is a traditional estimate of ECl in adult animals in vivo, and emphasizes shunting effects as it is close to the resting membrane potential (around -69 mV in the passivized models). Experiments in mammalian OB slices, in which ECl is determined by the composition of bath saline, often alter ECl away from the cellular resting potential to better visualize inhibitory synaptic potentials as voltage deflections (Castillo et al 1999; Schoppa 2006; Pressler and Strowbridge 2006). The -78 mV value reflects the ECl used in many of these slice studies. During development, ECl is often considerably more depolarized than either of these values (Ben-Ari, 2002), and sometimes remains so in adult neurons, including OB periglomerular cells, owing to increased intracellular chloride accumulation (Smith and Jahr, 2002, Siklós et al., 1995; Parsa et al., 2014). However, these depolarized ECl values have not been observed in adult OB MCs and hence were not simulated.

Diameter of lateral dendrites. The uniform dendritic diameters tested were 0.5 μm, 2.0 μm, and 3.4 μm. MC lateral dendrites taper from roughly 2.0 μm at approximately 60 μm from the soma (Lowe, 2002) to an average of 0.5 μm in diameter at their terminals (Mori et al., 1983). Thus, simulations at 2.0 μm diameter are appropriate for estimating the effects of synaptic inputs roughly within a glomerular diameter, while 0.5 μm is the most relevant diameter overall for examining distal synapses. Simulations are also presented using the thicker diameter of the mitral cell apical (primary) dendrite, experimentally estimated at 3-5 μm (Djurisic et al 2004; Matsutani and Yamamoto 2000) and here modeled as 3.4 μm. Additional simulations incorporated gradually tapering or branching dendrites.
Dendritic tapering. Where noted, simulations were performed on tapering dendrites. Two tapering models were used. In the first, dendrites tapered linearly from 2.0 μm at the soma to 0.5 μm at the end of the dendrite, 1500 μm distal to the soma (Mori et al., 1983). A more morphologically accurate, nonlinearly tapering model also was constructed. The lateral dendrite in this model tapered from 3.4 to 2.0 μm over the most proximal 71.4 μm, consistent with the tapering measured by Lowe (2002) out to 60 μm from the soma. The dendrite then further tapered from 2.0 to 0.5 μm at a distance of 428.6 μm, and maintained a constant 0.5 μm diameter thereafter. These two transition points corresponded to compartment boundaries within the most proximal 500 μm section of the uniform-diameter model dendrites and were selected to maintain odd numbers of compartments per section and to ensure that all computations were performed in identical locations across all models by NEURON (with the sole exception being that the most proximal tapering section was subdivided from one into five compartments to increase spatial resolution). Specifically, the 21 compartments comprising the 1500 um dendrite in the non-tapered models were reapportioned as follows: one to the most proximal tapering section (which then was subdivided into five), five to the second tapering section, and 15 to the distal section of constant diameter. Hence, differences in numerical solutions cannot be attributed to artifactual changes in the precise dendritic locations at which differential equations were solved.

Branching. Mitral cells have an estimated average of 6.2 lateral dendrites, each of which branch several times, broadly innervating the extent of the external plexiform layer such that each GC could in principle connect with mitral cells from any glomerulus (Shipley and Ennis, 1995; Orona et al., 1983; Mori et al., 1983). We simulated the effects of increased numbers of dendritic branch points to determine the overall effect of branching on the ability of distal synaptic inputs to affect physiological response properties at the soma (presumably by shunting current). In simplified accordance with Mori et al. (1983), we varied the number of branches from 0 to 5, with the first branch point at 100 μm from the soma, and subsequent
branches arising at evenly spaced 300 μm intervals (i.e., branch points were at 100, 400, 700, 1000, and 1300 μm from the soma). All dendrites in these simulations had a uniform diameter of 2.0 μm to better visualize branching effects.

Properties of the active model

The active MC model was taken directly from Li and Cleland (2013) with minimal modification. This model exhibits intrinsic subthreshold oscillations (Desmaisons et al., 1999, Rubin and Cleland, 2006), a full complement of membrane, synaptic, and neuromodulatory currents, supports somatofugal action potential propagation along lateral dendrites, and dynamically synchronizes with other MCs when coupled via granule cells in a network resembling that of the OB external plexiform layer. Specific membrane capacitance and resistance (at rest) were identical to those in the passivized model, as was axial resistivity. In all active model simulations, the lateral dendrite diameter tapered to match the 'morphologically accurate' nonlinear taper described for the passivized model. The peak conductances of membrane mechanisms were scaled to surface area, just as the corresponding ohmic membrane conductances were in the passivized model.

Dependent variable calculation

The effects of inhibitory synaptic inputs on somatic membrane potential were directly measured as the peak deflection from rest. The effects on somatic input resistance were evaluated by opening a current shunt with the same range of conductances as our inhibitory synapses at different sites along the lateral dendrite. We then injected a hyperpolarizing current into the soma and measured the change in somatic membrane potential. Current amplitudes were selected to limit voltage deflections to less than 5 mV to minimize effects on voltage-dependent currents (when present). We solved for input resistance using Ohm’s law.
Results

Passivized model definition

Whereas membrane excitation can propagate along axons or active dendrites in the form of action potentials, the effects of inhibitory synaptic inputs do not actively propagate. Hence, it is unclear how or whether inhibitory inputs onto distal regions of MC lateral dendrites are able to affect spike initiation, propagation, or timing at the soma. We first assessed the cable propagation of these inhibitory signals using a “passivized” version of the Li and Cleland (2013) MC model. In this modified model, all membrane conductances were rendered ohmic with total conductances equal to those of the active model at rest (see Methods). Inhibitory synaptic inputs of several different peak conductances were delivered onto the lateral dendrite at distances ranging from zero to 1500 μm from the soma. To cover a range of parameters used in existing mitral cell models (Table 1), we employed three different dendritic diameters and two different GABA_A receptor reversal potentials (E_Cl) in separate simulations. As described in the Methods, the single most relevant uniform-diameter parameter set for distal inputs is 0.5 μm diameter with a chloride reversal potential of -70 mV. A diameter of 2.0 μm is a better approximation for the most proximal ~40-80 μm of dendritic length, roughly within a glomerular diameter, and the alternative E_Cl of -78 mV better reflects data from most slice recording studies, in which the chloride driving force is often artificially increased to improve IPSP visualization. The largest diameter, 3.4 μm, reflects the size of the MC apical dendrite that connects the glomerular tuft to the MC soma.

Synaptic effects on somatic membrane potential
GABA$_A$-ergic inhibitory synaptic inputs onto the lateral dendrite weakly hyperpolarized the soma in a predictably distance-dependent manner. With an $E_{Cl}$ of -70 mV, the polarizing effects were minimal, corresponding to a driving force of 0.1 mV (with 0.5 μm dendrites and a resting potential of -70 mV) to 1.4 mV (with 3.4 μm dendrites and a resting potential of -68.6 mV; Figure 2A-C). The spike generation threshold for the active model was about -42 mV. Even with a driving force of nearly 10 mV with $E_{Cl} = -78$ mV (Figure 2D-F), polarizing effects on the soma fell off sharply with distance; synaptic events comparable to one or a few coincident inputs (i.e., 0.5 to 2.0 nS) generated considerably less than 0.5 mV deflection when located more than a few tens of microns from the soma, even given an unrealistically thick dendrite. With a diameter of 0.5 μm, appropriate for dendritic regions more distant than ~100 μm from the soma, even high estimates of total recurrent activity (20 nS) exhibited less than 1 mV deflection when inputs were further than a few tens of microns from the soma (roughly 1-2 glomerular diameters). Under the most realistic conditions in vivo ($E_{Cl} = -70$ mV, diameter = 2.0 μm within ~100 μm of soma, 0.5 μm further away; Figure 2A,B), the polarizing effects of synaptic inputs on the soma were negligible. As previously predicted (Cleland and Sethupathy, 2006; Li and Cleland, 2013; Cleland, 2014) and recently experimentally demonstrated (Fukunaga et al., 2014), these results suggest that somatic hyperpolarization via GC inhibition is unlikely to be able to prevent spiking in MCs, particularly when these spikes are initiated within the apical dendrite (Chen et al., 2002).

**Synaptic effects on somatic input resistance**

However, polarization is not the only means by which somatic information processing can be affected. Shunting inhibition can sharply affect spike generation, propagation, and timing by transiently reducing the input resistance of particular cellular compartments, even in the absence of membrane polarization (Vida et al., 2006; David et al., 2008). The effects of shunting inhibition also scale with distance along the dendrite, because that distance is...
effectively a resistor in series with the variable synaptic conductance. However, the efficacy of
shunting inhibition on somatic input resistance is insensitive to the synaptic driving force;
inhibitory currents with reversal potentials near rest can still strongly affect cellular signaling,
even if no voltage deflections are observed. In our simulations, GABAergic synaptic inputs
onto the lateral dendrite reduced somatic input resistance in a predictably distance-dependent
manner (Figure 3). Dendritic diameter had two prominent effects. First, the baseline MC input
resistance decreased with larger dendritic diameters, because the total surface area of the
neuron was greater. Second, larger dendritic diameters increased the distance from which
synaptic conductances could effectively alter somatic input resistance. A narrow, 0.5 μm
diameter dendrite limited the impact of inhibitory shunt conductances to the immediate vicinity
of the somatic column (Figure 3A), whereas a 2.0 μm diameter dendrite enabled somewhat
more distal inputs to significantly reduce input resistance at the soma (Figure 3B).

Because the distance at which inhibitory synaptic inputs can effectively modulate
somatic signaling is a critical question, and these dendritic diameters differed substantially in
the efficacy of their signal propagation, we performed additional simulations using models of
tapered dendrites. First, we simulated a simple, linearly tapering dendrite (2.0 μm at the soma,
0.5 μm at 1500 μm distance; Figure 3D). These simulations exhibited a baseline somatic input
resistance between that of the cell with a 0.5 μm diameter dendrite and that of the cell with a
2.0 μm diameter dendrite, and a pattern of declining somatic impact with distance similar to
that of the cell with a 2.0 μm diameter dendrite. We then constructed a more complex model
of dendritic tapering to more precisely reflect experimental estimates of neuronal morphology.
Here, the diameter tapered from 3.4 μm at the soma to 2.0 μm at 71.4 μm distance, then
tapered further to 0.5 μm at 428.6 μm distance, and remained at 0.5 μm thereafter (specific
values were chosen so as to retain compartment boundaries and locations of computation;
Figure 3E). These simulations exhibited sharp limitations on the distances from which
inhibitory synaptic inputs are capable of affecting somatic input resistance, while expressing
strong responses to proximal synaptic inputs. Overall, the effects of shunting inhibition on somatic input resistance appear quite powerful when the inhibitory synapses are located proximal to the soma, but drop off rapidly with distance. The implication is that even moderately distant synaptic inputs onto MC lateral dendrites may not have sufficient effects on somatic state to affect centripetal spike propagation.

*Dendritic tapering and capping effects on somatic membrane potential*

Before testing this hypothesis in an active, spiking MC model, we conducted additional simulations with the passivated model to measure the effects of modified morphologies on the capacity of inhibitory synaptic inputs to affect somatic membrane potential. First, using a 2 μm diameter dendrite (Figure 4A), we capped the dendrite at 1500 μm in length and observed that distal inputs had a slightly enhanced capacity to hyperpolarize the soma (Figure 4B), though not to a degree likely to exert a meaningful somatic effect. Second, we simulated a linear taper to observe the interaction between the effects of tapering and capping. Using a taper identical to that of Figure 3D, we measured synaptically-induced hyperpolarization at the soma along both uncapped (Figure 4C) and capped (Figure 4D) tapering model dendrites. Synapses along a narrowing dendrite had a weaker effect at the soma, whereas capping the dendrite strengthened the somatic effect to roughly the same degree. All other simulations were performed using uncapped dendrites (see *Methods*) to avoid these effects. Third, we measured the effects of dendritic branching on the capacity of distal inhibitory inputs to affect the soma. Individual MCs extend multiple lateral dendrites into the EPL (mean = 6.2), each of which branches extensively (Shipley and Ennis 1996, Orona et al., 1983). We varied the number of branch points from 0 to 5, and distributed them along the dendrite. To approximate their experimental distribution as described by Mori et al. (1983), the first branch point was located 100 μm from the soma, and subsequent branches were located at 300 μm intervals thereafter (i.e., branch points were 100, 400, 700, 1000, and 1300 μm from the soma). All
branches were 2 μm in diameter and untapered. The effect of dendritic branching on MC somatic responses to distal inhibitory inputs was negligible in all cases (Figure 5A-F).

Active model definition

Using the fully active, spiking, dynamical MC model of Li and Cleland (2013), minimally modified (see Methods), we first measured the effects of distal inhibitory synaptic inputs on the membrane potential and input resistance of the MC soma, using variables and methods identical to those employed for the passivized model (Figures 2-3). Results were essentially identical to those observed with the passivized model (data not shown), confirming that the active currents do not play a significant role in the impact of either synaptic inputs or shunting conductances.

The active MC model exhibited subthreshold oscillations (STOs) in response to the somatic injection of a depolarizing 180 pA current, based on slow internal processes that regulated the timing and burst properties of action potentials. Multiple experimental studies have confirmed that Na+-dependent STOs occur in mitral cells, with particular prominence at perithreshold membrane potentials (Balu et al., 2004, Chen and Shepherd, 1997, Desmaisons et al., 1999, Heyward et al., 2001). The diameter of the lateral dendrites affected STO and spiking properties; thicker dendrites with their larger membrane surface areas decreased cellular input resistance, reducing the amplitude of the STOs and extending the interburst interval while slightly reducing STO frequency (mean frequency = 38, 34, 29 Hz with dendrites of diameters 0.5, 2, and 3.4 μm respectively) (Figure 6A-C). Burst duration was not affected.

Synaptic effects on STOs and spike timing in the active model

Passivized model simulations suggested that synaptic inputs onto MC lateral dendrites that are not closely adjacent to the soma will have little or no effect on somatic state, and hence are unlikely to substantially affect spike propagation along the primary neuronal axis.
Selecting the complex tapering model described above (Figure 3E) as the most realistic approximation of mitral cell morphology, we tested the capacity of inhibitory synaptic inputs along the lateral dendrite to affect STO properties and spike timing in the active model. The baseline STO frequency and amplitude in the tapered model were similar to those in the model with an untapered 2.0 μm diameter dendrite (Figure 6D).

Effects of inhibitory inputs on STOs and spikes in the active model mirrored the passive model results, with distal inputs having no effect on STO or spike timing (Figure 7). Adjacent to the soma, delays increased with the phase of inhibitory onset, where an STO phase of zero is defined to be the peak of the previous STO. This effect of onset phase on delay suggested that these inhibitory synaptic inputs, delivered in common to multiple MCs, could progressively synchronize their STOs and action potentials. Notably, strong inhibitory or shunting inputs are capable of fully resetting the phase of MC STOs (Desmaisons et al., 1999; Rubin and Cleland, 2006; Li and Cleland, 2013). We therefore probed how effectively weaker or more distal synaptic inputs could reset MC STOs and regulate their spike times. GABA<sub>A</sub>-ergic synaptic inputs were first delivered to the lateral dendrite of oscillating MCs during a (non-spiking) interburst interval, at several phases of the STO. Weak inhibitory inputs delivered between STO peaks produced modest shifts in STO timing (Figure 8A). Stronger inputs reduced the effect of phase of onset when delivered proximally to the soma, approaching phase-independent reset (Figure 8B-C), but also could induce rebound spikes when proximal to the soma (Figure 8C). All effects dropped off with increasing distance between synapse and soma.

GABA<sub>A</sub>-ergic synaptic inputs then were delivered at several phases of the final interburst STO just prior to burst initiation, where they influenced the timing of the subsequent action potential. The effects on spike timing were similar to the effects observed on STO phase resets in the interburst interval (Figure 8D-F). Specifically, weak inputs exerted minimal effects on spike timing (Figure 8D), whereas stronger effects substantially constrained spike
timing with respect to synaptic input, rather than to prior STO phase (Figure 8F), presumably
based on the corresponding resetting of the STO phase. Distal inhibitory inputs exerted no
measurable effect on MC spike timing irrespective of their amplitude.

Discussion

Only proximal inhibitory inputs directly affect MC signaling

The simulations described here indicate that lateral inhibitory inputs from GCs onto MC
dendrites must be both large and proximal to the MC soma in order to substantively influence
MC centripetal spike propagation. Inputs on the scale of single GC synaptic connections
(under 2.0 nS) had minimal effects in these simulations, though there may be substantial
periodic background inhibition to MCs in an intact and active network such that a small
additional inhibitory conductance, if well-timed, may exert a stronger marginal effect than is
illustrated here. In contrast, the effects of distance on inhibitory synaptic efficacy are
unmistakable. Whereas inhibitory synapses connect to MC lateral dendrites well over a
millimeter away from the MC soma, these distal inhibitory inputs are unable to exert a
significant influence on the MC soma, and hence cannot meaningfully influence MC centripetal
signaling. Only proximal lateral inhibitory inputs are able to directly influence centripetal
information processing within a given MC.

Exactly how proximal to the soma these inputs must be in order to be functionally
effective, however, depends on several parameters that are not precisely known (e.g., axial
resistivity) and/or can vary from neuron to neuron (e.g., dendritic tapering). Consequently, in
lieu of building a single model with a single set of parameter estimates and drawing conclusions therefrom, we have performed simulations across a range of relevant parameters in order to illustrate the extent of reasonable uncertainty. These results enable the rejection of some hypotheses, such as the possibility that larger synaptic weights at more distal inputs would be able to compensate for the distance and affect the soma with appreciable efficacy. However, it remains unclear whether inhibitory synapses must be extremely close (such as within a single glomerular diameter of a target MC soma) to be effective, or whether effective inhibition can be delivered from a few hundred micrometers distance.

*Lateral inhibition affects MC spike timing*

The efficacy of inhibitory inputs onto MC signaling also depends critically on the metric by which MCs represent information. Inhibitory inputs onto MC lateral dendrites are not well positioned to powerfully suppress MC action potentials, particularly when MC spikes are initiated in the primary dendrite (Chen et al., 2002). Accordingly, contemporary hypotheses propose that GC-MC inhibition primarily affects MC spike timing, and that downstream circuits are constructed to utilize this timing information (Li and Cleland, 2013). Indeed, MC spike timing properties contain information about odor quality (Lepousez and Lledo, 2013), piriform cortical circuits are responsive to temporally correlated spiking inputs (Davison and Ehlers, 2011; Luna and Schoppa, 2008), and traditional olfactory sensory transformations can be performed using spike timing-based computations (Linster and Cleland, 2010). Moreover, MC spikes can be delayed by shunting inhibition -- i.e., by reductions in input resistance that dampen membrane excitability -- meaning that synaptic reversal potentials near rest (e.g., -70 mV) can deliver effective inhibition in this regime without dependence on membrane hyperpolarization (Figures 3, 8; David et al, 2008). Notably, one class of nestin-positive GCs (Type S) directly targets the MC soma, and would therefore be expected to have particularly strong effects on MC activity (Naritsuka et al., 2009).
We here show that only proximal inhibition onto MC secondary dendrites is effective in delaying MC action potentials. Figure 8 illustrates that proximal inhibitory inputs are able to shift the intrinsic STO phase in MCs to reflect the timing of the inhibitory input, delaying spikes and potentially facilitating the synchronization of MCs that are driven by similarly-timed inhibitory inputs. Stronger inhibitory synaptic inputs can even entirely reset the STO phase in MCs (Li and Cleland, 2013; Rubin and Cleland, 2006). In related computational work, McTavish and colleagues (2012) demonstrated that only proximal inhibition onto MC lateral dendrites sufficed to synchronize the spiking of MCs coupled to the same GCs, or to synchronous GC populations; distally located inhibitory inputs were ineffective. A corollary of this finding, as also noted by McTavish et al. (2012), is that reciprocal lateral inhibition between two physically distant MCs is most effectively mediated by two separate sets of granule cells, each located adjacent to one of the MCs, being excited by the more distant MC, and delivering inhibition onto the proximal MC. This insight is critical for developing and assessing hypotheses of EPL computation and plasticity.

Potential origin and roles for distal inhibitory inputs onto MC lateral dendrites

MC lateral dendrites form reciprocal dendrodendritic synapses with GABAergic interneurons along their full extents (Bartel et al., 2015; Xiong and Chen, 2002). If effective inhibition of MCs by GCs occurs only proximal to MC somata, what is the utility of inhibitory synapses onto distal regions of MC lateral dendrites? One intriguing possibility, originally proposed by Xiong and Chen (2002), is that these synaptic inputs from GCs block action potential propagation along MC lateral dendrites; that is, lateral signaling from a MC to its targets along a particular dendritic branch could be gated by synaptic input from a third-party GC at an intermediate location. Indeed, experimental delivery of inhibition onto MC lateral dendrites via localized puffs of GABA or electrical stimulation of the granule cell layer successfully blocked somatofugal spike propagation in MC lateral dendrites (Xiong and Chen,
2002). However, it remains uncertain whether this gating occurs reliably under natural circumstances, in which inhibitory inputs are likely to be much weaker than these experimental manipulations. Notably, in vivo studies of spike propagation along MC lateral dendrites during odor presentations suggest that local inhibition does not impair propagation, even when dendritic calcium transients are locally attenuated (Debarbieux et al., 2003). Similarly, the local uncaging of GABA along lateral dendrites in vitro can attenuate spike amplitudes locally without impairing their further propagation (Lowe, 2002). By analogy with the somatic effects depicted herein, an interesting possibility is that laterally propagating spikes are delayed by mid-dendrite synaptic inhibition, potentially enhancing oscillatory synchrony across the extended network by nonspecifically increasing the coupling density throughout the spatial extent of individual MCs and OB circuitry (Bazhenov et al., 2008; Rulkov and Bazhenov, 2008). Not only would this nonspecific-coupling possibility help resolve the serious biophysical problem of how to establish a robust common clock across the OB, necessary for reliable postsynaptic computations based on MC spike timing, but it also bypasses the theoretical problems posed by the specific gating hypothesis. In the OB network, in which physical location correlates neither with chemical quality nor with synaptic connection weights, preventing lateral spike propagation to a set of functionally unrelated neighboring columns targeted by branches of the same MC dendrite is likely to be of limited computational value.

The hypothesis of nonspecific dendrodendritic coupling across the EPL serving to enhance synchronous periodic activity is additionally compatible with recent results suggesting that many reciprocal synapses located distally on MC lateral dendrites may be formed not with GCs, but with a distinct class of parvalbumin-expressing interneurons, whereas synaptic inputs from GCs are largely proximal to MC somata (Bartel et al., 2015). (Of course, as MC excitation of GCs occurs at great distances, this does not contraindicate the existence of MC-GC synapses, reciprocal or otherwise, at distal dendritic locations). Parvalbumin-positive (PV+) interneurons have long been proposed to make reciprocal dendrodendritic connections with
MC lateral dendrites (Toida et al., 1994; Kosaka and Kosaka, 2008); more recent work has indicated that these neurons connect broadly across MCs, in contrast to the apparent specificity of GC connections (Kato et al., 2013; Miyamichi et al., 2013). Evidence that GABAergic feedback inhibition onto MC lateral dendrites does not require GC spiking (Schoppa et al., 1998; Isaacson and Strowbridge, 1998) is likely to also apply to PV+ interneurons. The putative spatial segregation of these reciprocal synapses on MCs into proximal (GC) and distal (PV+) subtypes suggests a functional division of labor: a dense but nonspecific dendrodendritic synaptic network based on MC-PV+ interactions that generates and maintains a dynamical clock across the EPL network, while a sparse and specifically targeted synaptic network based on MC-GC interactions underlies intercolumnar lateral inhibition, strongly shaped by learning and mediated largely by spike timing delays within the structure of this common clock. This segregation, if corroborated by future studies, may help resolve a number of subtle but biophysically critical problems in OB computational modeling, including the problem of maintaining coherence across a physically large network coupled by delay lines with short length constants and a wide distribution of lengths and the problem of generating a reliable baseline of periodic inhibition in the gamma band based solely on GABAergic synaptic inputs that are fast, sparse, and plastic.

**Summary**

The computations performed by MCs and GCs in the OB external plexiform layer have been a central question in olfactory neuroscience for decades (Rall et al., 1966). Establishing a theory to describe the topology of their interactions (e.g., effective inhibition must be delivered proximally to the MC soma) and the mechanism by which MC signaling properties are modified (e.g., by delaying centripetal action potentials with respect to a common oscillatory clock) is necessary before addressing narrower questions such as the implications
of learning-associated synaptic weight changes or the incorporation of adult-generated neurons into OB circuitry.
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Figure 1. Model schematic. Afferent signal propagation in MCs begins in the glomerular tuft, proceeding through the apical dendrite and soma (in one of which MC spikes are initiated); these MC spikes then propagate down the axon (centripetally, to higher cortices) and the lateral dendrites (to affect lateral inhibition within the OB). Inhibitory synaptic inputs on these...
lateral dendrites thus fall outside of the axis of centripetal signal propagation, raising the
question of whether and to what extent these synaptic inputs are able to modify olfactory signal
propagation to the piriform cortex and other postbulbar structures. Five model dendrites were
used to study this question: three of fixed diameter (0.5, 2.0, and 3.4 μm), one linearly tapering
(LT), and one realistic, nonlinearly tapering (NLT; see Methods). Except where noted in the
text, simulations were performed out to 2071.4 μm (shaded) but only analyzed out to 1500 μm
(non-shaded region) to avoid reflection effects due to dendritic caps (ends). The taper of the
nonlinearly tapering dendrite changed at 71.4 and 428.6 μm (see Methods).

Figure 2. Changes in the membrane potential of the MC soma (ΔV) in response to inhibitory
synaptic inputs along the lateral dendrite. Positive values on the ordinate denote
hyperpolarization at the soma. The location of synaptic input ranged from 0 to 1500 μm from
the soma (abscissa). The maximum synaptic conductance was modeled as 0.5, 1, 2, 10, and
20 nS (inset); single synaptic events are estimated at 0.5-2.0 nS, with 10-20 nS conductances
representing reasonable net inhibitory synaptic conductances that can be evoked in MCs by
recurrent OB network activity (Schoppa et al. 1998; Schoppa 2006). Simulations were
performed using two different chloride reversal potentials (A-C: -70 mV; D-F: -78 mV; see
Results for interpretations) and three lateral dendritic diameters (A, D: 0.5 μm; B, E: 2.0 μm; C,
F: 3.4 μm). A diameter of 2.0 μm reflects the most proximal ~40-80 μm of the lateral dendrite,
whereas 0.5 μm better reflects its diameter more distally. 3.4 μm reflects the diameter of the
primary dendrite and the immediate junction of the lateral dendrite.

Figure 3. Changes in somatic input resistance R_{in} with the opening of a shunting conductance
along the mitral cell dendrite (abscissa). Five maximum synaptic conductances were modeled
(inset). R_{in} was measured based on the change in membrane potential in response to a
negative square pulse (ΔV_{pulse} < 5 mV) applied to the soma under current clamp conditions.
The reversal potential of the shunt was -70 mV, although adjustments to this parameter did not affect results. **A:** 0.5 μm diameter dendrite. **B:** 2.0 μm dendrite, **C:** 3.4 μm dendrite. **D:** Linearly tapering dendrite with diameter tapering from 2 μm at the soma to 0.5 μm at 1500 μm distance (then extending to 2071.4 μm at a constant 0.5 μm diameter to avoid capping effects). **E:** Nonlinearly tapering dendrite with diameter tapering from 3.4 μm at the soma to 2 μm at 71.4 μm distance, then to 0.5 μm at 428.6 μm distance, and then extending to 2071.4 μm at a constant 0.5 μm diameter to avoid capping effects. See text for details.

**Figure 4.** Comparison of the change in membrane potential at the MC soma (∆V) in linearly tapered and untapered dendrites, with or without capped ends, in response to inhibitory synaptic input. Synaptic reversal potential was -70 mV. **A-B:** 2 μm untapered dendrites. **C-D:** dendrites linearly tapered from 2 μm at the soma to 0.5 μm at 1500 μm along the dendrite. **A,C:** Uncapped dendrites, generated by simulating out to 2071.4 μm distance (constant 0.5 diameter beyond 1500 μm distance). **B,D:** Dendrites capped at 1500 μm, such that current reflects off of the capped end and marginally enhances efficacy at the soma. Note the change in scale on the ordinate compared to Figure 1.

**Figure 5.** Comparison of the change in membrane potential at the MC soma (∆V) in branched and unbranched lateral dendrites. Dendritic diameter was uniform (2 μm) in the main lateral dendrite and across all branches. The number of branches was increased from 0 in panel **A** to 5 in panel **F**, where dashed vertical lines indicate branch points. Branches did not provide additional synaptic inputs. Synaptic reversal potential was -70 mV.

**Figure 6.** Active cell model properties. **A-D:** Top panels. Somatic membrane potential timeseries in the active MC model alternate bursts of action potentials and interburst intervals exhibiting subthreshold oscillations. **Bottom panels.** Power spectra of subthreshold oscillations.
within interburst intervals from each corresponding timeseries. MC lateral dendritic diameters were modeled at four diameters: \( A: 0.5 \, \mu m \), \( B: 2.0 \, \mu m \), \( C: 3.4 \, \mu m \), and \( D: \) nonlinearly tapered from 3.4 to 0.5 \( \mu m \) as described in Figure 2E (see Methods). In all cases, activity was generated by 180 pA of depolarizing current injected into the soma.

**Figure 7.** Effects of inhibitory dendritic synaptic inputs on STO phase and spike timing in the active model MC. The lateral dendrite was nonlinearly tapered (Figure 1, NLT; see also Figures 2E, 5D). **A-C:** Lead (negative) or lag (positive) in STO timing induced by inhibitory synaptic inputs delivered at six phases of the original MC STO (inset). A zero phase of onset indicates that the onset of the IPSC coincided with the somatic STO peak (phase of maximum depolarization). **D-F:** Changes in spike timing induced by inhibitory synaptic inputs delivered at six phases of the MC STO immediately preceding the onset of the first spike of a burst.

Inputs had a reversal potential of -70 mV and were modeled at three synaptic weights (peak synaptic conductances): \( A, D: 2 \, nS \), \( B, E: 5 \, nS \), or \( C, F: 20 \, nS \). Phases of onset beyond \( 5\pi/4 \) were excluded from the plots as STO peaks were truncated, or spikes skipped (i.e., delayed for at least a full cycle) depending on the strength of input.

**Figure 8.** MC spike timing regulation by inhibitory synaptic inputs and intrinsic STO dynamics. Panels depict the same results shown in Figure 6, but highlight the constraining effects on MC spike timing. **A-C:** Latency between the onset an inhibitory input delivered to a cell during a nonspiking STO period and the following STO peak. Very strong synaptic inputs delivered adjacent to the soma could induce rebound spikes, substantially delaying the following STO (Panel C). **D-F:** Latency between the onset of an inhibitory input delivered immediately preceding the onset of a spike burst and the first spike. Multiple phases of onset of the inhibitory synaptic input were tested (inset). Inputs had a reversal potential of -70 mV and were modeled at three synaptic weights (peak synaptic conductances): \( A, D: 2 \, nS \), \( B, E: 5 \, nS \), or \( C, F: 20 \, nS \).
**F:** 20 nS. Phases of onset were defined with 0 as the peak of the preceding STO and $2\pi$ as the peak of the following STO or spike in the absence of synaptic input. Phases of onset beyond $5\pi/4$ were excluded from the plots as STO peaks were truncated, or spikes skipped (i.e., delayed for at least a full cycle) depending on the strength of input. Strong inhibitory inputs between two STOs were also capable of triggering rebound spikes and delaying the following STO peak (e.g., panel C). The convergence of the six curves as proximity to the soma increases reflects the degree to which MC STOs are reset to a common phase by inhibitory synaptic input (Rubin and Cleland, 2006).

**Table 1.** A comparison of parameter values in mitral cell models, including those described herein. Values were obtained from the relevant publications, extracted from the corresponding code on ModelDB (https://senselab.med.yale.edu/ModelDB/), or calculated using cable equations. Not all parameters were relevant to all models. Models sharing a similar basis are grouped together.
Axon (projects to follower cortices; not modeled)

Soma

Lateral dendrites (modeled in 5 ways)

0.5 µm
2.0 µm
3.4 µm
LT
NLT

Apical dendrite

Centripetal signal propagation (glomerular tuft to axon)

Glomerular tuft (odor input)

71.4
428.6
1500.0
2071.4 µm
**Synaptic Weight (nS)**

- Dotted line: 0.5
- Dashed line: 1
- Short dashes: 2
- Dash-dotted line: 10
- Solid line: 20

**Distance from Soma (μm)**

- **A** 0.5 μm
- **B** 2.0 μm
- **C** 3.4 μm

**Linear taper**

**Nonlinear taper**

**Distance from Soma (μm)**
A: 0.5 μm
B: 2.0 μm
C: 3.4 μm
D: nonlinear taper

Membrane potential (mV) vs. Time (ms)

Power vs. Frequency (Hz)
Table 1 Mitral Cell Model Parameters

### Passive Cell Properties

<table>
<thead>
<tr>
<th>Model</th>
<th>$R_s$ (Ω·cm)</th>
<th>$R_m$ (Ω·cm²)</th>
<th>$C_m$ (μF/cm²)</th>
<th>$E_{leak}$ (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>208</td>
<td>30,000</td>
<td>1.2</td>
<td>varied</td>
</tr>
<tr>
<td>Li and Cleland, 2013</td>
<td>70</td>
<td>30,000</td>
<td>1.2</td>
<td>-60</td>
</tr>
<tr>
<td>David et al., 2008 (long dendrite)</td>
<td>varied</td>
<td>100,000</td>
<td>1</td>
<td>-65</td>
</tr>
<tr>
<td>McTavish et al., 2012[1], Migliore and Shepherd, 2008[2], Migliore et al., 2010[3], Yu et al., 2013[4]</td>
<td>150</td>
<td>adjusted for $R_{in} = 70 \text{M}\Omega^{[1,2,3]}$</td>
<td>$R_{in} = 100 \text{M}\Omega^{[4]}$</td>
<td>-65</td>
</tr>
<tr>
<td>Shen et al., 1999</td>
<td>70</td>
<td>30,000</td>
<td>1.2</td>
<td>-65</td>
</tr>
<tr>
<td>Bhalla and Bower, 1993</td>
<td>200</td>
<td>adjusted for 1</td>
<td>$R_{in} = 60 \text{M}\Omega$</td>
<td>-65</td>
</tr>
</tbody>
</table>

### Lateral Dendrite Properties

<table>
<thead>
<tr>
<th>Model</th>
<th>Length (μm)</th>
<th>Diameter (μm)</th>
<th>$\lambda$ (μm)</th>
<th>$\tau_m$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>2071.4</td>
<td>0.5, 2.0, 3.4,</td>
<td>varied</td>
<td>36</td>
</tr>
<tr>
<td>Li and Cleland, 2013</td>
<td>500</td>
<td>3.4</td>
<td>1909</td>
<td>36</td>
</tr>
<tr>
<td>David et al., 2008</td>
<td>1000</td>
<td>17.03</td>
<td>2675</td>
<td>100</td>
</tr>
<tr>
<td>McTavish et al., 2012[1], Migliore and Shepherd, 2008[2], Migliore et al., 2010[3], Yu et al., 2013[4]</td>
<td>500[2], 1000[1,3], 2</td>
<td>171[1,2,3], 205[4]</td>
<td>20[4], 30[1,2,3]</td>
<td></td>
</tr>
<tr>
<td>Shen et al., 1999</td>
<td>500</td>
<td>3.4</td>
<td>1909</td>
<td>36</td>
</tr>
<tr>
<td>Bhalla and Bower, 1993</td>
<td>multiple lateral dendrites of varying sizes and tapers</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Inhibitory Synapse Properties

<table>
<thead>
<tr>
<th>Model</th>
<th>$E_{\text{GABA}}$ (mV)</th>
<th>$\tau_{\text{rise}}$ (ms)</th>
<th>$\tau_{\text{decay}}$ (ms)</th>
<th>$g_{\text{GABA}}$ (nS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>-70, -75</td>
<td>1.25</td>
<td>4</td>
<td>0.5, 1, 2, 5, 10, 20</td>
</tr>
<tr>
<td>Li and Cleland, 2013</td>
<td>-80</td>
<td>1.25</td>
<td>18</td>
<td>1.5</td>
</tr>
<tr>
<td>David et al., 2008</td>
<td>-70</td>
<td>0</td>
<td>5</td>
<td>varied</td>
</tr>
<tr>
<td>McTavish et al., 2012[1], Migliore and Shepherd, 2008[2], Migliore et al., 2010[3], Yu et al., 2013[4]</td>
<td>-80</td>
<td>0.1[1], 1[2,3,4]</td>
<td>4[5], 200[2,3,4]</td>
<td>1.2 ± 0.4[2], 3[3,4,5]</td>
</tr>
</tbody>
</table>